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Preface

Welcome to the Administrator Manual for the Bright Cluster Manager 8.1 cluster environment.

0.1 Quickstart

For readers who want to get a cluster up and running as quickly as possible with Bright Cluster Man-
ager, there is a quickstart installation guide in Chapter 1 of the Installation Manual.

0.2 About This Manual

The rest of this manual is aimed at helping system administrators configure, understand, and manage a
cluster running Bright Cluster Manager so as to get the best out of it.

The Administrator Manual covers administration topics which are specific to the Bright Cluster Man-
ager environment. Readers should already be familiar with basic Linux system administration, which
the manual does not generally cover. Aspects of system administration that require a more advanced
understanding of Linux concepts for clusters are explained appropriately.

This manual is not intended for users interested only in interacting with the cluster to run compute
jobs. The User Manual is intended to get such users up to speed with the user environment and workload
management system.

0.3 About The Manuals In General

Regularly updated versions of the Bright Cluster Manager 8.1 manuals are available on updated clus-
ters by default at /cm/shared/docs/cm. The latest updates are always online at http://support.
brightcomputing.com/manuals.

* The Installation Manual describes installation procedures.
e The User Manual describes the user environment and how to submit jobs for the end user.
e The Cloudbursting Manual describes how to deploy the cloud capabilities of the cluster.

® The Developer Manual has useful information for developers who would like to program with
Bright Cluster Manager.

¢ The OpenStack Deployment Manual describes how to deploy OpenStack with Bright Cluster Man-
ager.

* The Big Data Deployment Manual describes how to deploy Big Data with Bright Cluster Manager.

* The Machine Learning Manual describes how to install and configure machine learning capabilities
with Bright Cluster Manager.

If the manuals are downloaded and kept in one local directory, then in most pdf viewers, clicking
on a cross-reference in one manual that refers to a section in another manual opens and displays that
section in the second manual. Navigating back and forth between documents is usually possible with
keystrokes or mouse clicks.

For example: <Alt>-<Backarrow> in Acrobat Reader, or clicking on the bottom leftmost naviga-
tion button of xpdf, both navigate back to the previous document.


http://support.brightcomputing.com/manuals
http://support.brightcomputing.com/manuals

xvi Table of Contents

The manuals constantly evolve to keep up with the development of the Bright Cluster Manager envi-
ronment and the addition of new hardware and/or applications. The manuals also regularly incorporate
customer feedback. Administrator and user input is greatly valued at Bright Computing. So any com-
ments, suggestions or corrections will be very gratefully accepted at manuals@brightcomputing.
com.

There is also a feedback form available via Bright View, via the Account icon, ..!., following the
clickpath:

Account—Help—Feedback

0.4 Getting Administrator-Level Support

If the reseller from whom Bright Cluster Manager was bought offers direct support, then the reseller
should be contacted.

Otherwise the primary means of support is via the website https://support.
brightcomputing.com. This allows the administrator to submit a support request via a web
form, and opens up a trouble ticket. It is a good idea to try to use a clear subject header, since that is
used as part of a reference tag as the ticket progresses. Also helpful is a good description of the issue.
The followup communication for this ticket typically goes via standard e-mail. Section 13.2 has more
details on working with support.

0.5 Getting Professional Services

Bright Computing normally differentiates between professional services (customer asks Bright Comput-
ing to do something or asks Bright Computing to provide some service) and support (customer has a
specific question or problem that requires an answer or resolution). Professional services can be pro-
vided after consulting with the reseller, or the Bright account manager.


manuals@brightcomputing.com
manuals@brightcomputing.com
https://support.brightcomputing.com
https://support.brightcomputing.com

Introduction

1.1 Bright Cluster Manager Functions And Aims

Bright Cluster Manager contains tools and applications to facilitate the installation, administration, and
monitoring of a cluster. In addition, Bright Cluster Manager aims to provide users with an optimal
environment for developing and running applications that require extensive computational resources.

1.2 The Scope Of The Administrator Manual (This Manual)

The Administrator Manual covers installation, configuration, management, and monitoring of Bright
Cluster Manager, along with relevant background information to help understand the topics covered.

1.2.1 Installation
Installation can generally be divided into parts as follows, with some parts covered by the Administrator
Manual, some by the Installation Manual, and some by other manuals:

e Initial installation of Bright Cluster Manager: This is covered in the Installation Manual, which
gives a short introduction to the concept of a cluster along with details on installing Bright Cluster
Manager onto the head node. The Installation Manual is therefore the first manual an administrator
should usually turn to when getting to work with Bright Cluster Manager for the first time. The
Administrator Manual can be referred to as the main reference resource once the head node has had
Bright Cluster Manager installed on it.

* Provisioning installation: This is covered in the Administrator Manual. After the head node has
had Bright Cluster Manager installed on it, the other, regular, nodes can (PXE) boot off it and
provision themselves from it with a default image, without requiring a Linux distribution DVD
themselves. The PXE boot and provisioning process for the regular nodes is described in detail in
Chapter 5.

In brief, provisioning installs an operating system and files on a node. This kind of installation
to a regular node differs from a normal Linux installation in several ways. An important differ-
ence is that content that is put on the filesystem of the regular node is normally overwritten by
provisioning when the regular node reboots.

¢ Post-installation software installation: The installation of software to a cluster that is already
configured and running Bright Cluster Manager is described in detail in Chapter 11 of this manual.

e Third-party software installation: The installation of software that is not developed by Bright
Computing, but is supported as a part of Bright Cluster Manager. This is described in detail in the
Installation Manual.

¢ Cloudbursting, Big Data, OpenStack, and Machine Learning: these are integrated by Bright
Computing in various ways. These have their own deployment procedures and have separate
manuals.

© Bright Computing, Inc.



2 Introduction

1.2.2 Configuration, Management, And Monitoring Via Bright Cluster Manager Tools And
Applications
The administrator normally deals with the cluster software configuration via a front end to the Bright
Cluster Manager. This can be GUI-based (Bright View, section 2.4), or shell-based (cmsh, section 2.5).
Other tasks can be handled via special tools provided with Bright Cluster Manager, or the usual Linux
tools. The use of Bright Cluster Manager tools is usually recommended over standard Linux tools be-
cause cluster administration often has special issues, including that of scale.
The following topics are among those covered in this manual:

Chapter, Title Description

2 Cluster Management With  Introduction to main concepts and tools of Bright Cluster Manager. Lays

Bright Cluster Manager down groundwork for the remaining chapters

3 Configuring The Cluster Further configuration and set up of the cluster after software installation
of Bright Cluster Manager on the head node.

4 Power Management How power management within the cluster works

5 Node Provisioning Node provisioning in detail

6 User Management Account management for users and groups

7 Workload Management Workload management implementation and use

8 Containerization Using Docker and Kubernetes with Bright Cluster Manager

9 Mesos Deploying and using Mesos with Bright Cluster Manager

11 Post-Installation Soft- Managing, updating, modifying Bright Cluster Manager software and im-

ware Management ages

12 Cluster Monitoring Cluster monitoring, conditional triggering of actions, user portal and job
monitoring

13 Day-To-Day Administra- Miscellaneous administration

tion
14 MIC Configuration Intel MIC architecture integration with Bright Cluster Manager
15 High Availability Background details and setup instructions to build a cluster with redun-

dant head nodes

16 Dell BIOS Management BIOS management with Bright Cluster Manager for certain Dell hardware

The appendices to this manual generally give supplementary details to the main text.

The following topics are also logically a part of Bright Cluster Manager administration, but they
have their own separate manuals. This is because they have, or are eventually expected to have, many
features:

¢ Cloudbursting (Cloudbursting Manual)
* OpenStack deployment (OpenStack Deployment Manual)
* Big Data deployment (Big Data Deployment Manual)

* Developer topics (Developer Manual)

1.3 Outside The Direct Scope Of The Administrator Manual

The following supplementary resources can deal with issues related to this manual, but are outside its
direct scope:

* Use by the end user: This is covered very peripherally in this manual. The user normally interacts
with the cluster by logging into a custom Linux user environment to run jobs. Details on running
jobs from the perspective of the user are given in the User Manual.

© Bright Computing, Inc.



1.3 Outside The Direct Scope Of The Administrator Manual 3

* The knowledge base at http://kb.brightcomputing.com often supplements the Adminis-
trator Manual with discussion of the following:

— Obscure, or complicated, configuration cases

— Procedures that are not really within the scope of Bright Cluster Manager itself, but that may
come up as part of related general Linux configuration.

¢ Further support options. If the issue is not described adequately in this manual, then section 13.2
describes how to get further support.

© Bright Computing, Inc.
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Cluster Management With
Bright Cluster Manager

This chapter introduces cluster management with Bright Cluster Manager. A cluster running Bright
Cluster Manager exports a cluster management interface to the outside world, which can be used by
any application designed to communicate with the cluster.

Section 2.1 introduces a number of concepts which are key to cluster management using Bright Clus-
ter Manager.

Section 2.2 gives a short introduction on how the modules environment can be used by administra-
tors. The modules environment provides facilities to control aspects of a users’ interactive sessions and
also the environment used by compute jobs.

Section 2.3 introduces how authentication to the cluster management infrastructure works and how
it is used. Section 2.4 and section 2.5 introduce the cluster management GUI (Bright View) and cluster
management shell (cmsh) respectively. These are the primary applications that interact with the cluster
management daemon.

Section 2.6 describes the basics of the cluster management daemon, CMDaemon, running on all
nodes of the cluster.

2.1 Concepts

In this section some concepts central to cluster management with Bright Cluster Manager are intro-
duced.

2.1.1 Devices
A device in the Bright Cluster Manager cluster management infrastructure represents components of a
cluster. A device can be any of the following types:

¢ Head Node

¢ Physical Node

¢ Virtual Node

¢ Cloud Node

e Virtual SMP Node
e GPU Unit

e MIC

e Chassis

© Bright Computing, Inc.



6 Cluster Management With Bright Cluster Manager

Ethernet Switch

InfiniBand Switch

Myrinet Switch

Power Distribution Unit

Rack Sensor Kit
¢ Generic Device

A device can have a number of properties (e.g. rack position, hostname, switch port) which can be
set in order to configure the device. Using Bright Cluster Manager, operations (e.g. power on) may be
performed on a device. The property changes and operations that can be performed on a device depend
on the type of device. For example, it is possible to mount a new filesystem to a node, but not to an
Ethernet switch.

Every device that is managed by Bright Cluster Manager has a device state associated with it. The
table below describes the most important states for devices:

state device is monitored by Bright? state tracking?
UP upP monitored tracked
DOWN DOWN monitored tracked
UP/CLOSED ur mostly ignored tracked
DOWN/CLOSED DOWN mostly ignored tracked

These, and other states are described in more detail in section 5.5.

DOWN and DOWN/CLOSED states have an important difference. In the case of DOWN, the device is
down, but is typically intended to be available, and thus typically indicates a failure. In the case of
DOWN/CLOSED, the device is down, but is intended to be unavailable, and thus typically indicates that
the administrator would like the device to be ignored.

2.1.2 Software Images
A software image is a blueprint for the contents of the local filesystems on a regular node. In practice, a
software image is a directory on the head node containing a full Linux filesystem.

The software image in a standard Bright Cluster Manager installation is based on the same parent
distribution that the head node uses. A different distribution can also be chosen after installation, from
the distributions listed in section 2.1 of the Installation Manual for the software image. That is, the head
node and the regular nodes can run different parent distributions. However, such a “mixed” cluster
can be harder to manage and it is easier for problems to arise in such mixtures. Such mixtures, while
supported, are therefore not recommended, and should only be administered by system administrators
that understand the differences between Linux distributions.

RHEL6/CentOS6/SL6 mixtures are completely compatible with each other on the head and regular
nodes. On the other hand, SLES may need some effort to work in a mixture with RHEL/CentOS/SL.

When a regular node boots, the node provisioning system (Chapter 5) sets up the node with a copy
of the software image, which by default is called default-image.

Once the node is fully booted, it is possible to instruct the node to re-synchronize its local filesystems
with the software image. This procedure can be used to distribute changes to the software image without
rebooting nodes (section 5.6.2).

It is also possible to “lock” a software image so that no node is able to pick up the image until the
software image is unlocked. (section 5.4.7).
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Software images can be changed using regular Linux tools and commands (such as rpmand chroot).
More details on making changes to software images and doing image package management can be
found in Chapter 11.

2.1.3 Node Categories
The collection of settings in Bright Cluster Manager that can apply to a node is called the configuration
of the node. The administrator usually configures nodes using the Bright View (section 2.4) or cmsh
(section 2.5) front end tools, and the configurations are managed internally with a database.

A node category is a group of regular nodes that share the same configuration. Node categories allow
efficiency, allowing an administrator to:

¢ configure a large group of nodes at once. For example, to set up a group of nodes with a particular
disk layout.

e operate on a large group of nodes at once. For example, to carry out a reboot on an entire category.

A node is in exactly one category at all times, which is default by default. The default category
can be changed by accessing the base object of partition mode (page 60), and setting the value of
defaultcategory to another, existing, category.

Nodes are typically divided into node categories based on the hardware specifications of a node or
based on the task that a node is to perform. Whether or not a number of nodes should be placed in a
separate category depends mainly on whether the configuration—for example: monitoring setup, disk
layout, role assignment—for these nodes differs from the rest of the nodes.

A node inherits values from the category it is in. Each value is treated as the default property value
for a node, and is overruled by specifying the node property value for the node.

One configuration property value of a node category is its software image (section 2.1.2). However,
there is no requirement for a one-to-one correspondence between node categories and software images.
Therefore multiple node categories may use the same software image, and conversely, one variable
image—it is variable because it can be changed by the node setting—may be used in the same node
category.

Software images can have their parameters overruled by the category settings. By default, however,
the category settings that can overrule the software image parameters are unset.

By default, all nodes are placed in the default category. Alternative categories can be created and
used at will, such as:

Example

Node Category Description

nodes-ib nodes with InfiniBand capabilities
nodes-highmem nodes with extra memory
login login nodes

storage storage nodes

2.1.4 Node Groups
A node group consists of nodes that have been grouped together for convenience. The group can consist
of any mix of all kinds of nodes, irrespective of whether they are head nodes or regular nodes, and
irrespective of what (if any) category they are in. A node may be in 0 or more node groups at one time.
Le.: anode may belong to many node groups.

Node groups are used mainly for carrying out operations on an entire group of nodes at a time. Since
the nodes inside a node group do not necessarily share the same configuration, configuration changes
cannot be carried out using node groups.

Example
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Node Group Members

brokenhardware node087,node783,node917
headnodes mycluster-ml, mycluster-m2
rackb5 node2l12..node254

top node084, nodel26, nodel68, node210

One important use for node groups is in the nodegroups property of the provisioning role config-
uration (section 5.2.1), where a list of node groups that provisioning nodes provision is specified.

2.1.5 Roles

A role is a task that can be performed by a node. By assigning a certain role to a node, an administrator
activates the functionality that the role represents on this node. For example, a node can be turned into
provisioning node, or a storage node by assigning the corresponding roles to the node.

Roles can be assigned to individual nodes or to node categories. When a role has been assigned to a
node category, it is implicitly assigned to all nodes inside of the category.

A configuration overlay is a feature introduced in Bright Cluster Manager 7.1. A configuration overlay
is a group of roles that can be assigned to designated groups of nodes within a cluster. In the case of Big
Data, the overlays are called Hadoop, Cassandra, or Spark configuration groups (section 3.1.7 of the Big
Data Deployment Manual), and are applied to nodes within a Hadoop, Cassandra, or Spark instance.

Some roles allow parameters to be set that influence the behavior of the role. For example, the
Slurm Client Role (which turns a node into a Slurm client) uses parameters to control how the
node is configured within Slurm in terms of queues and the number of GPUs.

When a role has been assigned to a node category with a certain set of parameters, it is possible to
override the parameters for a node inside the category. This can be done by assigning the role again to
the individual node with a different set of parameters. Roles that have been assigned to nodes override
roles that have been assigned to a node category.

Examples of role assignment are given in sections 5.2.2 and 5.2.3.

2.2 Modules Environment

The modules environment is a third-party software (section 7.1 of the Installation Manual) that allows users
to modify their shell environment using pre-defined modules. A module may, for example, configure the
user’s shell to run a certain version of an application.

Details of the modules environment from a user perspective are discussed in section 2.3 of the User
Manual. However some aspects of it are relevant for administrators and are therefore discussed here.

2.2.1 Adding And Removing Modules
Modules may be loaded and unloaded, and also be combined for greater flexibility.
Modules currently installed are listed with:

module list
The modules available for loading are listed with:
module avail

Loading and removing specific modules is done with module load and module remove, using
this format:

module load <MODULENAME1> [<MODULENAMEZ2> ...]

For example, loading the shared module (section 2.2.2), the gcc compiler, the openmpi parallel
library, and the openblas library, allows an MPI application to be compiled with OpenBLAS optimiza-
tions:
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Example

module add shared

module add gcc/6.1.0

module add openmpi/gcc/64/1.10.1
module add openblas/dynamic/0.2.18
mpicc -0 myapp myapp.c

Specifying version numbers explicitly is typically only necessary when multiple versions of an ap-
plication are installed and available. When there is no ambiguity, module names without a further path
specification may be used.

2.2.2 Using Local And Shared Modules

Applications and their associated modules are divided into local and shared groups. Local applications
are installed on the local filesystem, whereas shared applications reside on a shared (i.e. imported)
filesystem.

It is recommended that the shared module be loaded by default for ordinary users. Loading it gives
access to the modules belonging to shared applications, and allows the module avail command to
show these extra modules.

Loading the shared module automatically for root is not recommended on a cluster where shared
storage is not on the head node itself. This is because root logins could be obstructed if this storage is
not available, and if the root user relies on files in the shared storage.

On clusters without external shared storage, root can safely load the shared module automatically
at login. This can be done by running the following command as root:

module initadd shared

Other modules can also be set to load automatically by the user at login by using “module
initadd” with the full path specification. With the initadd option, individual users can customize
their own default modules environment.

Modules can be combined in meta-modules. By default, the default-environment meta-module
exists, which allows the loading of several modules at once by a user. Cluster administrators are encour-
aged to customize the default-environment meta-module to set up a recommended environment
for their users. The default-environment meta-module is empty by default.

The administrator and users have the flexibility of deciding the modules that should be loaded in un-
decided cases via module dependencies. Dependencies can be defined using the prereq and conflict
commands. The man page for modulefile gives details on configuring the loading of modules with
these commands.

2.2.3 Setting Up A Default Environment For All Users
How users can set up particular modules to load automatically for their own use with the module
initadd command is discussed in section 2.2.2.

How the administrator can set up particular modules to load automatically for all users by default
is discussed in this section (section 2.2.3). In this example it is assumed that all users have just the
following modules:

Example
[fred@bright81 ~]$ module list
Currently Loaded Modulefiles:

1) gcc/6.1.0 2) slurm/16.05.2

The Torque and Maui modules can then be set up by the administrator as a default for all users in
the following 2 ways:
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1. Creating and defining part of a .profile to be executed for login shells. For example:

[root@bright81 ~]# cat /etc/profile.d/userdefaultmodules.sh
module load shared

module load torque

module load maui

Whenever users now carry out a bash login, these modules are loaded.

. Instead of placing the modules directly in a script under profile.d like in the preceding

item, a slightly more sophisticated way is to set the modules in the meta-module /cm/shared/
modulefiles/default-environment. For example:

[root@bright81 ~]# cat /cm/shared/modulefiles/default-environment
#3Modulel . O#########H#HH#FH#HHHHFHHHHFRHHHERHHHE AR AEHHHHSHAHHEHEHE
## default modulefile
#4
proc ModulesHelp { } {
puts stderr "\tLoads default environment modules for this cluster"

}

module-whatis "adds default environment modules"

# Add any modules here that should be added by when a user loads the 'defaultfenviro\
nment' module
module add shared torque maui

The script userdefaultmodules. sh script under profile.d then only needs to have the
default-environment module loaded in it:

[root@bright81 ~]# cat /etc/profile.d/userdefaultmodules.sh
module load default-environment

Now, whenever the administrator changes the default-environment module, users get these
changes too during login.

The lexicographical order of the scripts in the /etc/profile directory is important. For exam-

ple, naming the file defaultusermodules. sh instead of userdefaultmodules . sh means that the
modules. sh script is run after the file is run, instead of before, which would cause an error.

2.2.4 Creating A Modules Environment Module

All module files are located in the /cm/local/modulefiles and /cm/shared/modulefiles trees.
A module file is a Tcl or Lua script in which special commands are used to define functionality. The
modulefile (1) man page has more on this.

Cluster administrators can use the existing modules files as a guide to creating and installing their

own modules for module environments, and can copy and modify a file for their own software if there
is no environment provided for it already by Bright Cluster Manager.

2.2.5 Lua Modules Environment (LMod)

By default, Bright Cluster Manager uses traditional Tcl scripts for its module files, or TMod. Lua mod-
ules, or LMod, provide an alternative modules environment, where the files are typically written in Lua.
LMod can be used as a replacement for TMod.

Conceptually LMod works in the same way as TMod, but provides some extra features and com-

mands.
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For LMod, the module files are typically written in Lua, but LMod is also capable of reading Tcl mod-
ule files. It is therefore not necessary to convert all existing Tcl modules manually to the Lua language.

On a Bright cluster, both LMod and TMod are installed by default. However only one of them is
active, depending on which one is enabled. Switching between LMod and TMod for a node can be done
by setting an environment variable, $ENABLE_LMOD in the cm~1mod-init . sh shell script.

Switching For The Head Node
For example, for the head node:

Example

[root@bright81 ~]# cat /etc/sysconfig/modules/lmod/cm—-1lmod-init.sh
export ENABLE_LMOD=1

In the preceding example, LMod is enabled, and TMod is disabled if SENABLE_LMOD is set to 1.
Example

[root@bright81 ~]# cat /etc/sysconfig/modules/lmod/cm-lmod-init.sh
export ENABLE_LMOD=0

In the preceding example, LMod is disabled, and TMod is enabled if $SENABLE_LMOD is set to 0.
A change in the file on the node is effective after having logged out, then logged into the shell again.

Switching For The Regular Nodes

A node image is a directory and contents of that directory. It is used as the tem-
plate for a regular node when the node is provisioned (Chapter 5). For a node image
with the name <image name>, the cm-lmod-init.sh file is located at /cm/images/<image
name>/etc/sysconfig/modules/lmod/cm-1mod-init.sh. For switching between LMod and
TMod on a regular node, the file is changed on the image, and the file on the image is then updated
to the node. The update from the image to the node is typically carried out with the imageupdate
command in cmsh (section 5.6.2) or the Update node command in Bright View (section 5.6.3).

2.3 Authentication

2.3.1 Changing Administrative Passwords On The Cluster
How to set up or change regular user passwords is not discussed here, but in Chapter 6 on user man-
agement.

Amongst the administrative passwords associated with the cluster are:

1. The root password of the head node: This allows a root login to the head node.

2. The root passwords of the software images: These allow a root login to a regular node running
with that image, and is stored in the image file.

3. The root password of the node-installer: This allows a root login to the node when the node-
installer, a stripped-down operating system, is running. The node-installer stage prepares the
node for the final operating system when the node is booting up. Section 5.4 discusses the node-
installer in more detail.

4. The root password of MySQL: This allows a root login to the MySQL server.

To avoid having to remember the disparate ways in which to change these 4 kinds of passwords, the
cm-change-passwd command runs a dialog prompting the administrator on which of them, if any,
should be changed, as in the following example:
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[root@bright8l ~]# cm-change-passwd
With this utility you can easily change the following passwords:
* root password of head node
* root password of slave images
* root password of node-installer
* root password of mysqgl

Note: if this cluster has a high-availability setup with 2 head
nodes, be sure to run this script on both head nodes.

Change password for root on head node? [y/N]: y
Changing password for root on head node.

Changing password for user root.

New password:

Retype new password:

passwd: all authentication tokens updated successfully.

Change password for root in default-image [y/N]: y
Changing password for root in default-image.

Changing password for user root.

New password:

Retype new password:

passwd: all authentication tokens updated successfully.

Change password for root in node-installer? [y/N]: y
Changing password for root in node-installer.

Changing password for user root.

New password:

Retype new password:

passwd: all authentication tokens updated successfully.

Change password for MYSQL root user? [y/N]: y
Changing password for MYSQL root user.

0ld password:

New password:

Re—-enter new password:

For a high-availability—also called a failover—configuration, the passwords are copied over auto-
matically to the other head node when a change is made in the software image root password (case 2 on
page 11).

For the remaining password cases (head root password, MySQL root password, and node-installer
root password), the passwords are best “copied” over to the other head node by simply rerunning the
script on the other head node.

Also, in the case of the password for software images used by the regular nodes: the new password
that is set for a regular node only works on the node after the image on the node itself has been updated,
with, for example, the imageupdate command (section 5.6.2). Alternatively, the new password can be
made to work on the node by simply rebooting the node to pick up the new image.

The LDAP root password is a random string set during installation. Changing this is not done using
cm-change-password. It can be changed as explained in Appendix L.

If the administrator has stored the password to the cluster in the Bright View front-end, then the
password should be modified there too (figure 2.1).
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2.3.2 Logins Using ssh
The standard system login root password of the head node, the software image, and the node-installer,
can be set using the cm-change-passwd command (section 2.3.1).

In contrast, ssh logins are set by default to be passwordless:

e For non-root users, an ssh passwordless login works if the /home directory that contains the
authorized keys for these users is mounted. The /home directory is mounted by default.

¢ For the root user, an ssh passwordless login should always work since the authorized keys are
stored in /root.

Users can be restricted from ssh logins

* on regular nodes using the usernodelogin (section 7.2.1) or “User node login” (section 7.2.2)
settings.

¢ on the head node by modifying the sshd configuration on the head node. For example, to allow
only root logins, the value of A11lowUsers can be set in /etc/ssh/sshd_config to root. The
man page for sshd_config has details on this.

2.3.3 Certificates

PEM Certificates And CMDaemon Front-end Authentication

While nodes in a Bright Cluster Manager cluster accept ordinary ssh based logins , the cluster manager

accepts public key authentication using X509v3 certificates. Public key authentication using X509v3

certificates means in practice that the person authenticating to the cluster manager must present their

public certificate, and in addition must have access to the private key that corresponds to the certificate.
Bright Cluster Manager uses the PEM format for certificates. In this format, the certificate and private

key are stored as plain text in two separate PEM-encoded files, ending in . pem and . key.

Using cmsh and authenticating to the Bright Cluster Manager: By default, one administrator certifi-
cate is created for root for the cmsh front end to interact with the cluster manager. The certificate and
corresponding private key are thus found on a newly-installed Bright Cluster Manager cluster on the
head node at:

/root/.cm/admin.pem
/root/.cm/admin.key

The cmsh front end, when accessing the certificate and key pair as user root, uses this pair by default,
so that prompting for authentication is then not a security requirement. The logic that is followed to
access the certificate and key by default is explained in detail in item 2 on page 214.

Using Bright View and authenticating to the Bright Cluster Manager: When an administrator uses
the Bright View front end, a login to the cluster is carried out with username password authentication
(figure 2.1), unless the authentication has already been stored in the browser.

If the administrator certificate and key are replaced, then any other certificates signed by the original
administrator certificate must be generated again using the replacement, because otherwise they will no
longer function.

Certificate generation in general, including the generation and use of non-administrator certificates,
is described in greater detail section 6.4.

Replacing A Temporary Or Evaluation License

In the preceding section, if a license is replaced, then regular user certificates need to be generated again.
Similarly, if a temporary or evaluation license is replaced, regular user certificates need to be generated
again. This is because the old user certificates are signed by a key that is no longer valid. The generation
of non-administrator certificates and how they function is described in section 6.4.
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2.3.4 Profiles
Certificates that authenticate to CMDaemon contain a profile.

A profile determines which cluster management operations the certificate holder may perform. The
administrator certificate is created with the admin profile, which is a built-in profile that allows all
cluster management operations to be performed. In this sense it is similar to the root account on unix
systems. Other certificates may be created with different profiles giving certificate owners access to a
pre-defined subset of the cluster management functionality (section 6.4).

2.4 Bright View GUI

This section introduces the basics of the cluster management GUI (Bright View). Bright View is the web
application front end to cluster management in Bright Cluster Manager. It should run without problems
on recent (mid-2016 and later) browsers.

2.4.1 Installing The Cluster Management GUI Service

The GUI interface is provided by default as a web service on port 8081 from the head node to the
browser. The URL takes the form:

https://<host name or IP address>:8081/bright-view

The Bright Cluster Manager package that provides the service is bright-view, and is installed by
default with Bright Cluster Manager. The service can be disabled by removing the package.

Bright Cluster Manager Bright View Login Window
Figure 2.1 shows the login dialog window for Bright View

 Bright View - Google Chrome & 0o
Bright View x =}

< C | A Not Secure | bep§://10.2.62.129:8081/bright-view/#!/auth/login ~ ¥r

Please Sign In

Username
raot

Passwaord

Figure 2.1: Editing The Cluster Connection Parameters

Bright Cluster Manager Bright View Default Display On Connection

Clicking on the Login button logs the administrator into the Bright View service on the cluster. By
default an overview window is displayed, corresponding to the path Cluster—Partition base
(figure 2.2).
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2% PJ-kdohead - Bright  x

&« C | A Notsecure | hitps://10.2.61.157:8081/bright-view/#!/j1/partitions/1/edit/overview b
. . .

@ BrightView &

== Cluster Partition base - PJ-kd0head A
Overview > OVERVIEW
Settings >

Uptime

License info > 19h 30m 30s
Version info > Memory
Run command > Swap memary

Rack View >
CPU utilization

Occupation rate

WORKLOAD
NAME RUNNING QUEU . COMPLETED  AVERAGE DURATION ESTIM..
No Rows To Show
4
DISKS
MOUNTPOINT USED FREE
! 19.463 GiB 5.526 GiB
#
Revert

Figure 2.2: Cluster Overview

2.4.2 Navigating The Cluster With Bright View
Aspects of the cluster can be managed by administrators using Bright View (figure 2.2).

The resource tree, displayed on the left side of the window, consists of available cluster usage con-
cepts such as HPC, Big Data, and OpenStack. It also has a cluster-centric approach to miscella-
neous system concepts such as hardware devices Devices, non-hardware resources such as Identity
Management, and Networking.

Selecting a resource opens a window that allows parameters related to the resource to be viewed and
managed.

As an example, the Cluster resource can be selected. This opens up the so-called Partition
base window, which is essentially a representation of the cluster instance.!

The options within the Partition base window are mapped out in figure 2.3 and summarily
described next.

!The name Partition base is literally a footnote in Bright Cluster Manager history. It derives from the time that Bright
clusters were planned to run in separate partitions within the cluster hardware. The primary cluster was then to be the base
cluster, running in the base partition. The advent of Bright Cluster Manager cloud computing options in the form of the Cluster-
On-Demand option (Chapter 2 of the Cloudbursting Manual), and the Cluster Extension option (Chapter 3 of the Cloudbursting
Manual) means developing cluster partitions is no longer a priority.
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OVERVIEW Uptime, Memory, Swap memory, CPU Utilization
Overview /| WORKLOAD NAME, RUNNING, QUEUED, COMPLETE, AVERAGE DURATION, ESTIMATED DELAY,...

\ DISKS MOUNTPOINT, USED, FREE

Cluster name, Administrator e-mail, Time zone
Node basename, Node digits
Name servers, Time servers

Search domains, Relay Host

Externally visible IP, Provisioning Node Auto Update Timeout
BMC Settings
Default category, Default MIC category, Default software image, Default
External network, Management network

Sign installer certificates

Failover

Settings

Failover groups
Burn configs

revision
Licensee, version, Edition, Serial

= Partition base

Start time, End time
Licensed nodes, Node count

. ) Burst nodes, Burst node count
License info

Licensed Hadoop nodes, Hadoop node count

Licensed OpenStack nodes, OpenStack node count

Mac address

Version info

Bright Cluster Manager versioni, CMDaemon version, CMDaemon build, Database version

Node, Update interval, command
Run

Run command

Figure 2.3: Cluster Overview Navigation

Overview
The Overview window has three scrollable overview panes that show current data for the cluster as a
whole:

¢ The top pane, OVERVIEW, shows some system resource information, such as uptime, memory,
swap memory.

The CPU Utilization display is typically an item of great interest to a cluster administrator. Its
indicator bar is divided into 4 sections. Hovering the mouse cursor over the bar (figure 2.4) shows
the usage segregation:

© Bright Computing, Inc.



2.4 Bright View GUI 17

Memary
35.967%

Swap memory

0.000% user, 0.000% system, 1.000% other, 99.000% idle
CPU utilizati... L

Occupation rate

Figure 2.4: Hovering The Mouse Cursor Over The CPU Utilization Bar

The segregation is according to the scheme described in the following table:

Bright state top state CPU time spent by applications in:

user us user space
sy kernel space
other sum of: sum of these other active states:
wa i/0 wait
ni niced user processes
hi hardware IRQ servicing /handling
si software IRQ servicing /handling
st “stolen time”—forced wait for a virtual CPU while hypervi-

sor services another processor

idle id idling

The Bright Cluster Manager CPU Utilization is based on metrics (section G.1) gathered from
all nodes and made into a summary. The summary is based on the CPU states defined for the
standard top (1) command, and which are described briefly in the table.

The middle pane, WORKLOAD, shows workloads that the cluster is managing.

The bottom pane, DISKS, shows disk mount points and their use.

Settings
The Settings window has a number of global cluster properties and property groups. These are
loosely grouped as follows:

Cluster name, Administrator e-mail, Time zone

Node basename, Node digits

Name servers,Time servers

Search domains,Relay Host

Externally visible IP,Provisioning Node Auto Update Timeout

BMC Settings: Opens up a window to manage BMC settings
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® Default category,Default software image,Default burn configuration
® External network,Management network

® Sign installer certificates

® Failover: Opens up a window to manage failover properties.

* Failover groups: Opens up a window to manage failover groups properties.

® Burn configs: Opens up a window to manage burn configuration settings.

¢ revision

License info

The License info window shows information to do with cluster licensing. A slightly obscure prop-
erty within this window is version, which refers to the version type of the license. The license for
Bright Cluster Manager version 7.0 and above is of a type that is compatible with versions all the
way up to 8.2. Bright Cluster Manager license versions from before 7.0 are not compatible. In practice it
means that an upgrade from before 7.0, to 7.0 or beyond, requires a license upgrade. Bright Computing
must be contacted to arrange the license upgrade.

Version info
The Version info window shows version information for important cluster software components,
such as the CMDaemon version, and the Bright Cluster Manager version.

Run command
The Run command option allows a specified command to be run on a selected node of the cluster.

2.5 Cluster Management Shell

This section introduces the basics of the cluster management shell, cmsh. This is the command-line
interface to cluster management in Bright Cluster Manager. Since cmsh and Bright View give access
to the same cluster management functionality, an administrator need not become familiar with both
interfaces. Administrators intending to manage a cluster with only Bright View may therefore safely
skip this section.

The cmsh front end allows commands to be run with it, and can be used in batch mode. Although
cmsh commands often use constructs familiar to programmers, it is designed mainly for managing the
cluster efficiently rather than for trying to be a good or complete programming language. For program-
ming cluster management, the use of Python bindings (Chapter 1 of the Developer Manual) is generally
recommended instead of using cmsh in batch mode.

Usually cmsh is invoked from an interactive session (e.g. through ssh) on the head node, but it can
also be used to manage the cluster from outside.

2.5.1 Invoking cmsh
From the head node, cmsh can be invoked as follows:

Example

[root@mycluster ~]# cmsh
[mycluster]$%

By default it connects to the IP address of the local management network interface, using the default
Bright Cluster Manager port. If it fails to connect as in the preceding example, but a connection takes
place using cmsh localhost, then the management interface is most probably not up, and bringing
the management interface up then allows cmsh to connect to CMDaemon.
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Running cmsh without arguments starts an interactive cluster management session. To go back to the
unix shell, a user enters quit:

[mycluster]% quit
[root@mycluster ~]#

Batch Mode And Piping In cmsh
The -c flag allows cmsh to be used in batch mode. Commands may be separated using semi-colons:

[root@mycluster ~]# cmsh -c "main showprofile; device status apcOl1l"
admin

apc0l . ... ... [ UP ]

[root@mycluster ~]#

Alternatively, commands can be piped to cmsh:

[root@mycluster ~]# echo device status | cmsh
apcO0l ... .. ... [ UP ]

mycluster ........... [ 9) ]

node001 ............. [ up ]

node002 ......coov... [ UpP ]

switchO1l ............ [ UP ]
[root@mycluster ~]#

Dotfiles And /etc/cmshrc File For cmsh

In a similar way to unix shells, cmsh sources dotfiles, if they exist, upon start-up in both batch and
interactive mode. In the following list of dotfiles, a setting in the file that is in the shorter path will
override a setting in the file with the longer path (i.e.: “shortest path overrides”):

e ~/.cm/cmsh/.cmshrc
e ~/.cm/.cmshrc
e ~/.cmshrc

If there is no dotfile for the user, then, if it exists, the file /et c/cmshrc, which is accessible to all users,
is sourced, and its settings used.

Sourcing settings is convenient when defining command aliases. Command aliases can be used to
abbreviate longer commands. For example, putting the following in .cmshrc would allow 1v to be
used as an alias for device list virtualnode:

Example
alias 1lv device list wvirtualnode

Built-in Aliases In cmsh
The following aliases are built-ins, and are not defined in any . cmshrc or cmshrec files:

[bright81]% alias
alias - goto -

alias .. exit

alias / home

alias ? help

alias ds device status
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Options Usage For cmsh
The options usage information for cmsh is obtainable with cmsh -h (figure 2.5).

Usage:
cmsh
cmsh

cmsh

[options] ... Connect to localhost using default port
[options] <--certificate|-i certfile> <--key|-k keyfile> <host[:port]>
Connect to a cluster using certificate and key in PEM format

[options] <--certificate|-i certfile>

Connect to a cluster using certificate in PFX format

Valid options:

——helpl|-h ..... ... .. Display this help

——noconnect | —=U ...ttt Start unconnected

——controlflagl|l-z .............. ETX in non-interactive mode
——NOCOlOLr | =0 ittt ittt e e Do not use misc. colors in the text output
——noredirect|-r ......i.iiiiii... Do not follow redirects

i ¢ Lot I o U Do not load cmshrc file on start-up
——noquitconfirmation|-Q ....... Do not ask for quit confirmation
——command|-c <"cl; c2; ..."> .. Execute commands and exit

——file|-f <filename> .......... Execute commands in file and exit
——eChO | =X ittt e e e e e Echo all commands

——quit | =g . e Exit immediately after error
——disablemultiline|-m ......... Disable multiline support

[--password|-p password] <uri[:port]>

Figure 2.5: Usage information for cmsh

Man Page For cmsh
There is also a man page for cmsh (8), which is a bit more extensive than the help text. It does not

however cover the modes and interactive behavior.

2.5.2 Levels, Modes, Help, And Commands Syntax In cmsh
The top-level of cmsh is the level that cmsh is in when entered without any options.

To avoid overloading a user with commands, cluster management functionality has been grouped
and placed in separate cmsh modes. Modes and their levels are a hierarchy available below the top-
level, and therefore to perform cluster management functions, a user switches and descends into the
appropriate mode.

Figure 2.6 shows the top-level commands available in cmsh. These commands are displayed when
help is typed in at the top-level of cmsh:
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alias i e Set aliases

bigdata ...ttt Enter bigdata mode

CALEgOLrY v vttt it ittt i e Enter category mode

CePh it e e e Enter ceph mode

CeIrL ittt e e Enter cert mode

cloud ..ot i i e Enter cloud mode

CMSUD i ittt ettt Enter cmsub mode

COLOT ittt e e e e e e Manage console text color settings
configurationoverlay .......... Enter configurationoverlay mode
connect . ... i i i i i Connect to cluster

delimiter ......c.ciiiiiiiennn. Display/set delimiter

device ... e Enter device mode

disconnect .......... . i Disconnect from cluster

etcd Lo e e e Enter etcd mode

events . ... i i e e e Manage events

exit ... e i e Exit from current object or mode
EXPOTE vttt e e e e e e Display list of aliases current list formats
filesyncconfig ................ Enter filesyncconfig mode

L o @ 1 o R Enter group mode

groupingsyntax .........ceeeee.. Manage the default grouping syntax
hadoop ... Enter hadoop mode

help v ittt it e e e e e Display this help

history ...ttt Display command history

jobqueue ...l Enter jobgueue mode

JODS i e Enter jobs mode

keyvaluestore .........oii... Enter keyvaluestore mode
kubernetes......... .. . L. Enter kubernetes mode

= List state for all modes

main ...ttt Enter main mode

MESOS 4ttt tee e teetneeenneeneens Enter mesos mode

modified ....... .. i i, List modified objects

monitoring .......... ... Enter monitoring mode

network ....... ... it Enter network mode

NOAEGLOUP v v v v vt v vt o venoneennns Enter nodegroup mode

openstack ....... .. i i, Enter openstack mode

partition ......... .. i ... Enter partition mode

PLOCESS t ettt ittt teaeeeeeeennns Enter process mode

profile ... it Enter profile mode

JUIL o e i i e e e e e Quit shell

quitconfirmation .............. Manage the status of quit confirmation
TACK ittt e e e e e e Enter rack mode

refresh ....... ... .. Refresh all modes

TUIN vt e oo e e e e oo ennneeeeaneees Execute cmsh commands from specified file
SeSSion ..t e Enter session mode

softwareimage ............ ... Enter softwareimage mode

task .o il e Enter task mode

time ... e e e Measure time of executing command
unalias ... e e Unset aliases

USEL vttt ettt ittt eeeennnn Enter user mode

watch ... ... i Execute a command periodically, showing output
ZOOKEEPEY & i ittt et Enter zookeeper mode

Figure 2.6: Top level commands in cmsh

Alllevels inside cmsh provide these top-level commands.
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Passing a command as an argument to help gets details for it:
Example

[myheadnode]% help run

Name :

run - Execute all commands in the given file(s)
Usage:

run [OPTIONS] <filename> [<filename2> ...]
Options:

-x, ——echo
Echo all commands

-q, —-—-quit
Exit immediately after error

[myheadnode]$%
In the general case, invoking help at any level, without an argument, provides two lists:
¢ Firstly, under the title of Top: a list of top-level commands.

* Secondly, under the title of the level it was invoked at: a list of commands that may be used at that
level.

For example, entering the session level and entering he1p gives firstly, output with a title of Top, and
secondly, output with a title of session (some output ellipsized):

Example

[myheadnode] % session
[myheadnode->session]% help

Top
= == === session ===
1d e e Display current session id
killsession .........oo... Kill a session
I Provide overview of active sessions

[myheadnode->session]$%

Navigation Through Modes And Levels In cmsh
¢ To enter a mode, a user enters the mode name at the cmsh prompt. The prompt changes to indicate
that cmsh is in the requested mode, and commands for that mode can then be run.

e To get to an object level within a mode, the use command is used with the object name. The
prompt then changes to indicate that an object within that mode is now being used, and that
commands are applied for that particular object.

¢ To leave a mode, and go back up a level, the exit command is used. At the top level, exit has
the same effect as the quit command, that is, the user leaves cmsh and returns to the unix shell.
The string .. is an alias for exit.

e The path command at any mode depth displays a path to the current mode depth, in a form that
is convenient for copying and pasting.

¢ The home command, which is aliased to /, takes the user from any mode depth to the top level.
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Example

[bright81]% device
[bright8l->devicel]% list

Type Hostname (key)
EthernetSwitch switchO1
HeadNode bright8l
PhysicalNode node001
PhysicalNode node002

[bright8l->device]% exit
[bright81]% device

[bright8l->device]% use node001

[bright8l->device[node001]]% path
home; device;use node001;
[bright8l->device[node001]]% home

[bright81]% home;device;use nodel001

[bright8l->device[node001]]%

Category
00:00:00:00
29:5D:55:46
29:7A:41:78 default
29:CC:4F:79 default

#copy-pasted from path output

A command can also be executed in a mode without staying within that mode. This is done by
specifying the mode before the command that is to be executed within that node. Most commands also
accept arguments after the command. Multiple commands can be executed in one line by separating

commands with semi-colons.

A cmsh input line has the following syntax:

<mode> <cmd> <arg>...<arg>; ...; <mode> <cmd> <arg>...<arg>

where <mode> and <arg> are optional. 2

Example

[bright8l->network]% device status bright81;

Base address

list

Domain name

bright8l ............ [ UP ]
Name (key) Type Netmask bits
externalnet External 16

globalnet Global 0
internalnet Internal 16

[bright8l->network]$

192.168.1.0

0.0.0.0
10.141.0.0

brightcomputing.com

cm.cluster

eth.cluster

In the preceding example, while in network mode, the status command is executed in device
mode on the host name of the head node, making it display the status of the head node. The list
command on the same line after the semi-colon still runs in network mode, as expected, and not in
device mode, and so displays a list of networks.

Inserting a semi-colon makes a difference, in that mode is entered, so that the list displays a list of

nodes (some output truncated here for convenience):

Example

[bright8l->network]% device;

FA:16:3E:C8:06:D1
FA:16:3E:A2:9C:87

bright8l ......... ... ... [ Up
Type Hostname (key) MAC
HeadNode bright81l
PhysicalNode node001
[bright8l->devicel%

2 A more precise synopsis is:
[<mode>] <cmd> [<arg> ... ] [;
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status bright81;

[<mode>]

<cmd>

list

Category

default

[<arg>

Ip Network Status
10.141.255.254 internalnet [ UP ]
10.141.0.1 internalnet [ UP ]
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2.5.3 Working With Objects

Modes in cmsh work with associated groupings of data called objects. For instance, device mode works
with device objects, and network mode works with network objects. The commands used to deal
with objects have similar behavior in all modes. Not all of the commands exist in every mode, and not
all of the commands function with an explicit object:

Command Description

use Use the specified object. I.e.: Make the specified object the current object
add Create the object and use it

assign Assign a new object

unassign Unassign an object

clear Clear the values of the object

clone Clone the object and use it

remove Remove the object

commit Commit local changes, done to an object, to CMDaemon

refresh Undo local changes done to the object

list List all objects at current level

sort Sort the order of display for the 1ist command

format Set formatting preferences for 1ist output

foreach Execute a set of commands on several objects

show Display all properties of the object

swap Swap (exchange) the names of two objects

get Display specified property of the object

set Set a specified property of the object

clear Set default value for a specified property of the object.

append Append a value to a property of the object, for a multi-valued property
removefrom Remove a value from a specific property of the object, for a multi-valued property
modified List objects with uncommitted local changes

usedby List objects that depend on the object

validate Do a validation check on the properties of the object

exit Exit from the current object or mode level

Working with objects with these commands is demonstrated with several examples in this section.

Working With Objects: use, exit
Example

[mycluster—->device]% use node001

o

[mycluster->device[node001]]% status
node001l ............. [ UP ]

o

[mycluster->device[node001]]% exit
[mycluster->device]$%

In the preceding example, use node001 issued from within device mode makes node001 the
current object. The prompt changes accordingly. The status command, without an argument, then
returns status information just for node001, because making an object the current object makes subse-
quent commands within that mode level apply only to that object. Finally, the exit command exits the
current object level.
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Working With Objects: add, commit, remove

The commands introduced in this section have many implicit concepts associated with them. So an
illustrative session is first presented as an example. What happens in the session is then explained in
order to familiarize the reader with the commands and associated concepts.

Example

[mycluster->devicel]% add physicalnode nodelO0 10.141.0.100
[mycluster->devicex [nodel00+]]% commit

°

[mycluster—->device[nodel00]]% category add test-category
[mycluster->categoryx* [test-categoryx]]% commit
[mycluster—>category|[test—-category]]% remove test-category
[mycluster->category=*]% commit

Successfully removed 1 Categories

Successfully committed O Categories

[mycluster—->category]% device remove nodel00

[mycluster->category]$% device

[mycluster->device*]% commit
Successfully removed 1 Devices
Successfully committed 0 Devices

[mycluster—->devicel%

add: The add command creates an object within its associated mode, and in cmsh the prompt drops
into the object level just created. Thus, at the start in the preceding example, within device mode,
a new object, named nodel00, is added. For this particular object properties can also be set, such as
the type (physicalnode), and IP address (10.141.0.100). The node object level ([nodel100x]) is
automatically dropped into from device mode when the add command is executed. After execution,
the state achieved is that the object has been created with some properties. However, it is still in a
temporary, modified state, and not yet persistent.

Asterisk tags in the prompt are a useful reminder of a modified state, with each asterisk indicating
a tagged object that has an unsaved, modified property. In this case, the unsaved properties are the IP
address setting, the node name, and the node type.

commit: The commit command is a further step that actually saves any changes made after executing
a command. In this case, in the second line, it saves the node 100 object with its properties. The asterisk
tag disappears for the prompt if settings for that mode level or below have been saved.

Conveniently, the top level modes, such as the category mode, can be accessed directly from
within this level if the mode is stated before the command. So, stating the mode category before
running the add command allows the specified category test-category to be added. Again, the
test-category objectlevel within category mode is automatically dropped into when the add com-
mand is executed.

remove: The remove command removes a specified object within its associated mode. On successful
execution, if the prompt is at the object level, then the prompt moves one level up. The removal is not
actually carried out fully yet; it is only a proposed removal. This is indicated by the asterisk tag, which
remains visible, until the commit command is executed, and the test—-category removal is saved.
The remove command can also remove a object in a non-local mode, if the non-local mode is associated
with the command. This is illustrated in the example where, from within category mode, the device
mode is declared before running the remove command for node100. The proposed removal is config-
ured without being made permanent, but in this case no asterisk tag shows up in the category mode,
because the change is in device mode.. To drop into device mode, the mode command “device” is
executed. An asterisk tag then does appear, to remind the administrator that there is still an uncommit-
ted change (the node that is to be removed) for the mode. The commit command would remove the
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object whichever mode it is in—the non-existence of the asterisk tag does not change the effectiveness
of commit.

The -w|--wait option to remove: The commit command by default does not wait for the state
change to complete. This means that the prompt becomes available right away. This means that it is not
obvious that the change has taken place, which could be awkward if scripting with cmsh for cloning
(discussed shortly) a software image (section 2.1.2). The —~w|--wait option to the commit command
works around this issue by waiting for the cloning of the software image to be completed before making
the prompt available.

The add command—syntax notes: In most modes the add command takes only one argument, namely
the name of the object that is to be created. However, in device mode an extra object-type, in this case
physicalnode, is also required as argument, and an optional extra IP argument may also be specified.
The response to “help add” while in device mode gives details:

)

[myheadnode->device] % help add
Name :
add - Create a new device of the given type with specified hostname

Usage:
add <type> <hostname>
add <type> <hostname> <ip>

Arguments:
type
cloudnode, physicalnode, virtualnode, virtualsmpnode, headnode, mic,
ethernetswitch, ibswitch, myrinetswitch, powerdistributionunit,
genericdevice, racksensor, chassis, gpuunit

Working With Objects: clone, modified, swap
Continuing on with the node object node100 that was created in the previous example, it can be cloned
to node101 as follows:

Example

[mycluster->device]% clone nodel00 nodelOl

Warning: The Ethernet switch settings were not cloned, and have to be set manually
[mycluster->devicex[nodel01x]]% exit

[mycluster—->devicex]% modified

State Type Name

+ Device nodelOl
[mycluster—->devicex]% commit
[mycluster—->devicel%
[mycluster->device]% remove nodel00

[mycluster->device*]% commit
[mycluster->devicel%

The modified command is used to check what objects have uncommitted changes, and the new
object node101 that is seen to be modified, is saved with a commit. The device nodel00 is then
removed by using the remove command. A commit executes the removal.

The “+” entry in the State column in the output of the modified command in the preceding ex-
ample indicates the object is a newly added one, but not yet committed. Similarly, a “~" entry indicates
an object that is to be removed on committing, while a blank entry indicates that the object has been
modified without an addition or removal involved.
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Cloning an object is a convenient method of duplicating a fully configured object. When duplicating
a device object, cmsh will attempt to automatically assign a new IP address using a number of heuristics.
In the preceding example, node101 is assigned IP address 10.141.0.101.

Sometimes an object may have been misnamed, or physically swapped. For example, node001
exchanged physically with node 002 in the rack, or the hardware device et h0 is misnamed by the kernel
and should be et h1. In that case it can be convenient to simply swap their names via the cluster manager
front end rather than change the physical device or adjust kernel configurations. This is equivalent to
exchanging all the attributes from one name to the other.

For example, if the two interfaces on the head node need to have their names exchanged, it can be
done as follows:

[mycluster->device]% use mycluster
[mycluster->device[mycluster]]% interfaces

o

[mycluster->device[mycluster]->interfaces]% list

Type Network device name IP Network
physical eth0 [dhcp] 10.150.4.46 externalnet
physical ethl [prov] 10.141.255.254 internalnet

[bright8l->device[mycluster]->interfaces]% swap ethO ethl; commit
[bright8l->device[mycluster]->interfaces]% list

Type Network device name IP Network
physical eth0 [prov] 10.141.255.254 internalnet
physical ethl [dhcp] 10.150.4.46 externalnet

[mycluster->device[mycluster]->interfaces]% exit; exit

Working With Objects: get, set, refresh
The get command is used to retrieve a specified property from an object, and set is used to set it:

Example

[mycluster->devicel]% use nodelOl
[mycluster->device[nodel01]]% get category
test-category
[mycluster—->device[nodel01]]% set category default
[mycluster->device* [nodel01lx]]% get category
default
[mycluster->devicex [nodel01x]]% modified
State Type Name

Device nodel0l
[mycluster->device* [nodel01lx]]% refresh
[mycluster->device[nodel01]]% modified
No modified objects of type device
[mycluster—->device[nodel01]]% get category
test-category

[mycluster->device[nodel01l]]%

Here, the category property of the node101 object is retrieved by using the get command. The
property is then changed using the set command. Using get confirms that the value of the property
has changed, and the modified command reconfirms that node101 has local uncommitted changes.
The re fresh command undoes the changes made, and the modified command confirms that no local
changes exist. Finally the get command reconfirms that no local changes exist.

A string can be set as a revision label for any object:

Example
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)

[mycluster->device[nodel01l]]% set revision "changed on 10th May"
[mycluster->device* [nodel01lx]]% get revision
[mycluster->devicex [nodel01x]]% changed on 10th May 2011

This can be useful when using shell scripts with an input text to label and track revisions when sending
commands to cmsh. How to send commands from the shell to cmsh is introduced in section 2.5.1.

Some properties are Booleans. For these, the values “yes”, “1”, “on” and “t rue” are equivalent to
Y
each other, as are their opposites “no”, “0”, “of£” and “false”. These values are case-insensitive.

Working With Objects: clear
Example

[mycluster->devicel]% set nodelOl mac 00:11:22:33:44:55
[mycluster->devicex]% get nodelOl mac
00:11:22:33:44:55

[mycluster—->devicex] clear nodel0l mac

[mycluster->devicex*]%
00:00:00:00:00:00

[mycluster->devicex*]%

get nodelOl mac

The get and set commands are used to view and set the MAC address of node101 without running
the use command to make node 101 the current object. The clear command then unsets the value of the
property. The result of c1lear depends on the type of the property it acts on. In the case of string proper-
ties, the empty string is assigned, whereas for MAC addresses the special value 00:00:00:00:00:00
is assigned.

Working With Objects: 1ist, format, sort

The 1ist command is used to list all device objects. The -f flag takes a format string as argument.
The string specifies what properties are printed for each object, and how many characters are used to
display each property in the output line. In following example a list of objects is requested, displaying
the hostname, ethernetswitch and ip properties for each object.

Example

[bright8l->device]% list —-f hostname:14,ethernetswitch:15,1ip
hostname (key) ethernetswitch ip

apc01l 10.142.254.1
bright8l switch01:46 10.142.255.254
node001 switch01:47 10.142.0.1
node002 switch01:45 10.142.0.2
switchO1 10.142.253.1

[bright8l->devicel%

Running the 1ist command with no argument uses the current format string for the mode.
Running the format command without arguments displays the current format string, and also dis-
plays all available properties including a description of each property. For example (output truncated):

Example
[bright8l->device]% format
Current list printing format:

hostname: [10-14]

Valid fields:
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Revision : Entity revision
Type : The type of the device
activation : Date on which node was defined

additionalhostnames : Additional hostnames that should resolve to the interfaces IP address
banks : Number of banks

To change the current format string, a new format string can be passed as an argument to format.

The print specification of the format command uses the delimiter “:” to separate the parameter
and the value for the width of the parameter column. For example, a width of 10 can be set with:

Example

[bright8l->device]% format hostname:10
[bright8l->device]% list
hostname (

apcO1
bright8l
node001
node002
switchO1l

A range of widths can be set, from a minimum to a maximum, using square brackets. A single
minimum width possible is chosen from the range that fits all the characters of the column. If the
number of characters in the column exceeds the maximum, then the maximum value is chosen. For
example:

Example

[bright8l->device]% format hostname:[10-14]
[bright8l->device]% list

hostname (key)

apc01

bright8l

node001

node002

switchO1

The parameters to be viewed can be chosen from a list of valid fields by running the format command
without any options, as shown earlier.

Multiple parameters can be specified as a comma-separated list (with a colon-delimited width spec-
ification for each parameter). For example:

Example

[bright8l->device] format hostname:[10-14],ethernetswitch:14,ip:20
[bright8l->device] list
hostname (key) ethernetswitch ip

o
©
o
©

apcO01 10.142.254.1
bright8l switch01:46 10.142.255.254
node001 switch01:47 10.142.0.1
node002 switch01:45 10.142.0.2
switchO1 10.142.253.1
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The default parameter settings can be restored with the -r | -—reset option:
Example

[bright8l->device]% format -r
[bright8l->device]% format | head -3
Current list printing format:

type:22, hostname:

[16-32], mac:18, category:[16-32], ip:15, network:[14-32], status:[16-32]
[bright8l->devicel%

The sort command sets the alphabetical sort order for the output of the 1ist according precedence
of the parameters specified.

Example

[bright8l->device]
[bright8l->device]

% sort type mac

list —-f type:15,hostname:15,mac

type hostname (key) mac

HeadNode bright81l 08:0A:27:BA:B9:43
PhysicalNode node002 00:00:00:00:00:00
PhysicalNode log001 52:54:00:DE:E3:6B

[bright8l->devicel]%

% sort type hostname
[bright8l->device]% list -f type:15,hostname:15,mac

type hostname (key) mac

HeadNode bright81l 08:0A:27:BA:B9:43
PhysicalNode log001 52:54:00:DE:E3:6B
PhysicalNode node002 00:00:00:00:00:00

[bright8l->device]% sort
[bright8l->device]% list

mac hostname
—-f type:15,hostname:15,mac

type hostname (key) mac

PhysicalNode node002 00:00:00:00:00:00
HeadNode bright8l 08:0A:27:BA:B9:43
PhysicalNode log001 52:54:00:DE:E3:6B

The preceding sort commands can alternatively be specified with the —s | ~—sort option to the list
command:

[bright8l->devicel% 1
[bright8l->device]% list —-f type:15,hostname:15,mac —--sort type,hostname
[bright8l->devicel% 1

ist —-f type:15,hostname:15,mac --sort type,mac
ist —-f type:15,hostname:15,mac —--sort mac,hostname

Working With Objects: append, removefrom

When dealing with a property of an object that can take more than one value at a time—a list of values—
the append and removefrom commands can be used to respectively append to and remove elements
from the list. If more than one element is appended, they should be space-separated. The set command
may also be used to assign a new list at once, overwriting the existing list. In the following example val-
ues are appended and removed from the powerdistributionunits properties of device node001.
The powerdistributionunits properties represent the list of ports on power distribution units that
a particular device is connected to. This information is relevant when power operations are performed
on a node. Chapter 4 has more information on power settings and operations.

Example
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[mycluster->device]% use node001

)

[mycluster->device[node001]]% get powerdistributionunits

apc01:1
[...device[node001]]% append powerdistributionunits apc01l:5
[...device* [node001x]]% get powerdistributionunits

apc01l:1 apc01:5

[...device* [node001%]]% append powerdistributionunits apc01l:6
[...device* [node001%]]% get powerdistributionunits

apc0l:1 apc01:5 apc01l:6

[...device*x [node001x]]% removefrom powerdistributionunits apc01:5
[...device*x [node001x]]% get powerdistributionunits

apc0l:1 apc01:6

[...device*[node001*1]] set powerdistributionunits apc0l:1 apc01:02

o
)
o
°

[...device*[node001*1]] get powerdistributionunits

apc0l:1 apc0l:2

Working With Objects: usedby

Removing a specific object is only possible if other objects do not have references to it. To help the
administrator discover a list of objects that depend on (“use”) the specified object, the usedby command
may be used. In the following example, objects depending on device apc01 are requested. The usedby
property of powerdistributionunits indicates that device objects node001 and node002 contain
references to (“use”) the object apc01. In addition, the apc01 device is itself displayed as being in the
up state, indicating a dependency of apc01 on itself. If the device is to be removed, then the 2 references
to it first need to be removed, and the device also first has to be brought to the CLOSED state (page 175)
by using the close command.

Example

[mycluster->device]% usedby apcO1l
Device used by the following:

Type Name Parameter

Device apc01 Device is up

Device node001 powerDistributionUnits
Device node002 powerDistributionUnits

[mycluster—->devicel%

Working With Objects: validate

Whenever committing changes to an object, the cluster management infrastructure checks the object to
be committed for consistency. If one or more consistency requirements are not met, then cmsh reports
the violations that must be resolved before the changes are committed. The validate command allows
an object to be checked for consistency without committing local changes.

Example

[mycluster->device]% use node001
[mycluster->device[node001]]% clear category
[mycluster->devicex [node001*]]% commit

Code Field Message

1 category The category should be set

[mycluster->device* [node001x]] set category default

[mycluster->device* [node001x]]% validate
All good
[mycluster->devicex [node001+]]% commit

[mycluster—->device[node001]]%
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Working With Objects: show
The show command is used to show the parameters and values of a specific object. For example for the
object node001, the attributes displayed are (some output ellipsized):

o)

[mycluster->device[node001]]% show

Parameter Value

Activation Thu, 03 Aug 2017 15:57:42 CEST
BMC Settings <submode>

Block devices cleared on next boot

Burn config <0 bytes>

Burning no

Data node no

Default gateway 10.141.255.254 (network: internalnet)
Software image default-image

Start new burn no

Static routes <0 in submode>

Working With Objects: assign, unassign
The assign and unassign commands are analogous to add and remove. The difference between
assignand add from the system administrator point of view is that assign sets an object with settable
properties from a choice of existing names, whereas add sets an object with settable properties that
include the name that is to be given. This makes assign suited for cases where multiple versions of a
specific object choice cannot be used.

For example,

¢ Ifanode is to be configured to be run with particular Slurm settings, then the node can be assigned
an slurmclient role (section 2.1.5) with the assign command. The node cannot be assigned
another slurmclient role with other Slurm settings at the same time. Only the settings within
the assigned Slurm client role can be changed.

¢ If a node is to be configured to run with added interfaces eth3 and eth4, then the node can have
both physical interfaces added to it with the add command.

The only place where the assign command is currently used within cmsh is within the roles sub-
mode, available under the main category mode or the main device mode. Within roles, assignis
used for assigning tasklike roles objects.

2.5.4 Accessing Cluster Settings

The management infrastructure of Bright Cluster Manager is designed to allow cluster partitioning in
the future. A cluster partition can be viewed as a virtual cluster inside a real cluster. The cluster partition
behaves as a separate cluster while making use of the resources of the real cluster in which it is contained.
Although cluster partitioning is not yet possible in the current version of Bright Cluster Manager, its
design implications do decide how some global cluster properties are accessed through cmsh.

In cmsh there is a partition mode which will, in a future version, allow an administrator to create
and configure cluster partitions. Currently, there is only one fixed partition, called base. The base
partition represents the physical cluster as a whole and cannot be removed. A number of properties
global to the cluster exist inside the base partition. These properties are referenced and explained in
remaining parts of this manual.

Example
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[root@myheadnode ~]# cmsh
[myheadnode] % partition use base

[myheadnode->partition[base]]% show
Parameter Value

Administrator e-mail
BMC Settings

Burn configs

Cluster name

Default MIC category
Default burn configuration
Default category
Default software image
External network
Externally visible IP
Failover

Failover groups
Headnode

Lustre settings
Management network
Name

Name servers

Name servers from dhcp
No zero conf

Node basename

Node digits

Notes

Provisioning Node Auto Update Timeout

Relay Host

Revision

Search domains

Sign installer certificates
Time servers

Time zone

UCS Profiles

2.5.5 Advanced cmsh Features

<submode>
<2 in submode>
my-cluster

default-destructive
default
default-image
externalnet

not defined
<0 in submode>
my—headnode
<submode>
internalnet
base
192.168.101.1
4.2.2.4

no

node

3

<0 bytes>

300

example.com

AUTO
0.pool.ntp.org,l.pool.ntp.org,2.pool.ntp.org
America/Los_Angeles

<0 in submode>

This section describes some advanced features of cmsh and may be skipped on first reading.

Command Line Editing

Command line editing and history features from the readline library are available. http://tiswww.
case.edu/php/chet/readline/rluserman.html provides a full list of key-bindings.

For users who are reasonably familiar with the bash shell running with readline, probably the
most useful and familiar features provided by readline within cmsh are:

¢ tab-completion of commands and arguments

* being able to select earlier commands from the command history using <ctrl>-r, or using the

up- and down-arrow keys

History And Timestamps

The history command within cmsh explicitly displays the cmsh command history as a list.
The -—-timestamps | -t option to the history command displays the command history with times-

tamps.

Example

© Bright Computing, Inc.


http://tiswww.case.edu/php/chet/readline/rluserman.html
http://tiswww.case.edu/php/chet/readline/rluserman.html

34 Cluster Management With Bright Cluster Manager

[bright8l->device[node001]]% history | tail -3
162 use nodel001
163 history
164 history | tail -3

[bright8l->device[node001]]% history -t | tail -3
163 Thu Dec 3 15:15:18 2015 history
164 Thu Dec 3 15:15:43 2015 history | tail -3
165 Thu Dec 3 15:15:49 2015 history -t | tail -3

Mixing cmsh And Unix Shell Commands

It is often useful for an administrator to be able to execute unix shell commands while carrying out clus-
ter management tasks. The cluster manager shell, cmsh, therefore allows users to execute commands in
a subshell if the command is prefixed with a “!” character:

Example

[mycluster]% 'hostname -f
mycluster.cm.cluster
[mycluster]$%

Executing the ! command by itself will start an interactive login sub-shell. By exiting the sub-shell,
the user will return to the cmsh prompt.

Besides simply executing commands from within cmsh, the output of operating system shell com-
mands can also be used within cmsh. This is done by using the “backtick syntax” available in most unix
shells.

Example

[mycluster]% device use "hostname’
[mycluster->device[mycluster]]% status
mycluster .......... .00, [ Up ]
[mycluster->device[mycluster]]%

Output Redirection
Similar to unix shells, cmsh also supports output redirection to the shell through common operators
such as >, >> and |.

Example

[mycluster]% device list > devices

[mycluster]$% device status >> devices

[mycluster]% device list | grep node001

Type Hostname (key) MAC (key) Category

PhysicalNode node001 00:E0:81:2E:F7:96 default

The ssh Command

The ssh command is run from within the device mode of cmsh. If an ssh session is launched from
within cmsh, then it clears the screen and is connected to the specified node. Exiting from the ssh
session returns the user back to the cmsh launch point.

Example

[bright81]% device ssh node001

<screen is cleared>

<some MOTD text and login information is displayed>
[root@node001l ~]# exit
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Connection to node00l closed.

[bright81]% device use bright8l

[bright8l->device[bright81]]% #now let us connect to the head node from the head node object
[bright8l->device[bright81]]% ssh

<screen is cleared>

<some MOTD text and login information is displayed>

[root@bright81 ~]# exit

logout

Connection to bright81 closed.

[bright8l->device[bright81]]%

An alternative to running ssh within cmsh is to launch it in a subshell anywhere from within cmsh,
by using ! ssh.

The t ime Command
The t ime command within cmsh is a simplified version of the standard unix t ime command.

The time command takes as its argument a second command that is to be executed within cmsh.
On execution of the time command, the second command is executed. After execution of the time
command is complete, the time the second command took to execute is displayed.

Example

[bright8l->device]% time ds node001
node00l ... .. [ Up ]
time: 0.108s

The watch Command
The watch command within cmsh is a simplified version of the standard unix watch command.

The watch command takes as its argument a second command that is to be executed within cmsh.
On execution of the wat ch command, the second command is executed every 2 seconds by default, and
the output of that second command is displayed.

The repeat interval of the wat ch command can be set with the -——interval|-n option. A running
watch command can be interrupted with a <Ctrl>-c.

Example

[bright8l->device]% watch newnodes

screen clears

Every 2.0s: newnodes Thu Dec 3 13:01:45 2015
No new nodes currently available.

Example

[bright8l->device]% watch -n 3 status -n node001,node002
screen clears

Every 3.0s: status -n node001l,node002 Thu Jun 30 17:53:21 2016
node00l ......ciie.n.. [ UP ]
node002 . ... [ UP ]

Looping Over Objects With foreach

It is frequently convenient to be able to execute a cmsh command on several objects at once. The
foreach command is available in a number of cmsh modes for this purpose. A foreach command
takes a list of space-separated object names (the keys of the object) and a list of commands that must be
enclosed by parentheses, i.e.: “(” and “)”. The foreach command will then iterate through the objects,
executing the list of commands on the iterated object each iteration.
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Basic syntax for the foreach command: The basic foreach syntax is:

foreach <objectl> <object2> --- ( <commandl>; <command2> ---)
Example

[mycluster->device]% foreach node00l node002 (get hostname; status)
node001

node001l ............. [ Up ]
node002
node002 . .....ouve.. [ Up ]

[mycluster->device]$%

With the foreach command it is possible to perform set commands on groups of objects simulta-
neously, or to perform an operation on a group of objects.

Advanced options for the foreach command: The foreach command advanced options can be
viewed from the help page:

[root@bright81 ~]# cmsh -c "device help foreach"

The options can be classed as: grouping options, adding options, conditional options, and looping op-
tions.

¢ Grouping options: -n|--nodes, -g|-—-group, -g|-—-category, -r|--rack,
-h|--chassis, -e|--overlay, -1l|--role

In the device mode of cmsh, for example, the foreach command has grouping options for se-
lecting devices. These options can be used to select the nodes to loop over, instead of passing a list
of objects to foreach directly. For example, the --category (-c) option takes a node category
argument, while the ——node (-n) option takes a node-list argument. Node-lists (specification on
page 38) can use the following syntax:
<node>, ..., <node>, <node> . . <node>

Example

[demo->device]% foreach -c¢ default (status)
node00l .........v... [ DOWN ]

node002 ......ov.v.. [ DOWN ]
[demo->device]% foreach -g rack8 (status)

o\°

[demo—->device] foreach -n node001,node008..nodel016,node032 (status)

[demo—->device] %

* Adding options: ——clone, —~add
The ——clone (-o) option allows the cloning (section 2.5.3) of objects in a loop. In the following
example, from device mode, node001 is used as the base object from which other nodes from
node022 up to node024 are cloned:

Example

[bright8l->device]% foreach --clone node00l -n node022..node024 ()
[bright8l->devicex]% list | grep node
Type Hostname (key) Ip
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PhysicalNode node001 10.141.0.1

PhysicalNode node022 10.141.0.22
PhysicalNode node023 10.141.0.23
PhysicalNode node024 10.141.0.24

[bright8l->device*]% commit

To avoid possible confusion: the cloned objects are merely objects (placeholder schematics and
settings, with some different values for some of the settings, such as IP addresses, decided by
heuristics). So it is explicitly not the software disk image of node001 that is duplicated by object
cloning to the other nodes by this action at this time.

The --add (-a) option creates the device for a specified device type, if it does not exist. Valid
types are shown in the help output, and include physicalnode, headnode, ibswitch.

¢ Conditional options: ——status, -——quitonunknown
The —-status (-s) option allows nodes to be filtered by the device status (section 2.1.1).

Example

[bright8l->device]% foreach -n node00l..node004 --status UP (get IP)
10.141.0.1
10.141.0.3

The --quitonunknown (-q) option allows the foreach loop to be exited when an unknown
command is detected.

* Looping options: %, ——verbose
The wildcard character » with foreach implies all the objects that the 1ist command lists for
that mode. It is used without grouping options:

Example

[myheadnode—->devicel]% foreach x (get ip; status)
10.141.253.1

switchO1l ............ [ DOWN ]
10.141.255.254

myheadnode .......... [ UpP ]
10.141.0.1

node00l .......c..ov... [ CLOSED ]
10.141.0.2

node002 ......v.ov.... [ CLOSED ]

[myheadnode—->device]%

Another example that lists all the nodes per category, by running the 1istnodes command within
category mode:

Example

[bright8l->category]$% foreach * (get name; listnodes)
default
Type Hostname MAC Category Ip Network Status

PhysicalNode node001 FA:16:3E:79:4B:77 default 10.141.0.1 internalnet [ UP ]
PhysicalNode node002 FA:16:3E:41:9E:A8 default 10.141.0.2 internalnet [ UP ]
PhysicalNode node003 FA:16:3E:C0:1F:E1 default 10.141.0.3 internalnet [ UP ]

The —-verbose (-v) option displays the loop headers during a running loop with time stamps,
which can help in debugging.

© Bright Computing, Inc.



38 Cluster Management With Bright Cluster Manager

Node List Syntax
Node list specifications, as used in the foreach specification and elsewhere, can be of several types.
These types are best explained with node list specification examples:

¢ adhoc (with a comma):
example: node001, node003,node005, node006

¢ sequential (with two dots or square brackets):
example: node001. .node004
or, equivalently: node00 [1-4]
which is: node001, node002, node003, node004

* sequential extended expansion (only for square brackets):
example: node [001-002]s[001-005]
which is:
node001s001 node001s002 node001s003 node001s004 node001s005
node002s001 node002s002 node002s003 node002s004 node002s005

¢ rack-based:
This is intended to hint which rack a node is located in. Thus:

— example: r[1-2]n[01-03]
whichis: r1n01, r1n02, r1n03, r2n01, r2n02, r2n03
This might hint at two racks, r1 and r2, with 3 nodes each.

- example: rack [1-2]node0[1-3]
which is: racklnode01, racklnode02, racklnode03, rack2node01,
rack2node02, rack2node(03
Essentially the same as the previous one, but for nodes that were named more verbosely.

¢ sequential exclusion (negation):
example: node001l. .node005, -node002. .node003
which is: node001, node004, node005

¢ sequential stride (every <stride> steps):
example: node00[1..7:2]
which is: node001, node003, node005, node007

* mixed list:
The square brackets and the two dots input specification cannot be used at the same time in one
argument. Other than this, specifications can be mixed:

— example: r1n001..r1n003,r2n003
whichis: r1n001, r1n002, r1n003, r2n003

— example: r2n003, r[3-5]n0[01-03]
which is: r2n003, r3n001, r3n002, r3n003, r4n001, r4n002
r4n003, r5n001, r5n002, r5n003

— example: node [001-100], -node [004-100:4]
which is: every node in the 100 nodes, except for every fourth node.

Setting grouping syntax with the groupingsyntax command: “Grouping syntax” here refers to
usage of dots and square brackets. In other words, it is syntax of how a grouping is marked so that it is
accepted as a list. The list that is specified in this manner can be for input or output purposes.

The groupingsyntax command sets the grouping syntax using the following options:
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* bracket: the square brackets specification.
e dot: the two dots specification.
* auto: the default. Setting aut o means that:

— either the dot or the bracket specification are accepted as input,

- the dot specification is used for output.

The chosen groupingsyntax option can be made persistent by adding it to the cmshrc dotfiles, or
to /etc/cmshrc (section 2.5.1).

Example

[root@bright81 ~]# cat .cm/cmsh/.cmshrc
groupingsyntax auto

The bookmark And goto Commands
Bookmarks: A bookmark in cmsh is a location in the cmsh hierarchy.
A bookmark can be

¢ set with the bookmark command

¢ reached using the got o command

A bookmark is set with arguments to the bookmark command within cmsh as follows:
¢ The user can set the current location as a bookmark:

- by using no argument. This is the same as setting no name for it

- by using an arbitrary argument. This is the same as setting an arbitrary name for it

® Apart from any user-defined bookmark names, cmsh automatically sets the special name: “-”.
This is always the previous location in the cmsh hierarchy that the user has just come from.

All bookmarks that have been set can be listed with the -1 | -—1ist option.

Reaching a bookmark: A bookmark can be reached with the goto command. The goto command
can take the following as arguments: a blank (no argument), any arbitrary bookmark name, or “-”. The
bookmark corresponding to the chosen argument is then reached.

Example

[mycluster]% device use node001
[mycluster->device[node001]]% bookmark
[mycluster->device[node001]]% bookmark -1
Name Bookmark

home; device;use node001;
- home;
[mycluster->device[node001]]% home
[mycluster]% goto
[mycluster—->device[node001]]% goto -
[mycluster]% goto
[mycluster->device[node001]]
[mycluster->device [node001]]
[mycluster]% goto dnl
[mycluster—->device[node001]]%

bookmark dnl
goto -

o
°
o
°
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Saving bookmarks, and making them persistent: Bookmarks can be saved to a file, such asmysaved,
with the -s | -—save option, as follows:

Example
[mycluster]% bookmark -s mysaved

Bookmarks can be made persistent by setting (.) cmshrec files (page 19) to load a previously-saved
bookmarks file whenever a new cmsh session is started. The bookmark command loads a saved book-
mark file using the -x | -—1oad option.

Example

[root@bright81 ~]# cat .cm/cmsh/.cmshrc
bookmark -x mysaved

2.6 Cluster Management Daemon

The cluster management daemon or CMDaemon is a server process that runs on all nodes of the cluster
(including the head node). The cluster management daemons work together to make the cluster man-
ageable. When applications such as cmsh and Bright View communicate with the cluster, they are
actually interacting with the cluster management daemon running on the head node. Cluster manage-
ment applications never communicate directly with cluster management daemons running on non-head
nodes.

The CMDaemon application starts running on any node automatically when it boots, and the ap-
plication continues running until the node shuts down. Should CMDaemon be stopped manually for
whatever reason, its cluster management functionality becomes unavailable, making it hard for admin-
istrators to manage the cluster. However, even with the daemon stopped, the cluster remains fully
usable for running computational jobs using a workload manager.

The only route of communication with the cluster management daemon is through TCP port 8081.
The cluster management daemon accepts only SSL connections, thereby ensuring all communications
are encrypted. Authentication is also handled in the SSL layer using client-side Xx509v3 certificates
(section 2.3).

On the head node, the cluster management daemon uses a MySQL database server to store all of its
internal data. Raw monitoring data, on the other hand, is stored as binary data outside of the MySQL
database (section 13.8).

2.6.1 Controlling The Cluster Management Daemon

It may be useful to shut down or restart the cluster management daemon. For instance, a restart may be
necessary to activate changes when the cluster management daemon configuration file is modified. The
cluster management daemon operation can be controlled through the following init script arguments to
service cmd:

Service Operation For cmd Description

stop stop the cluster management daemon
start start the cluster management daemon
restart restart the cluster management daemon

...continues
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...continued

Service Operation For cmd Description

status report whether cluster management daemon is running
full-status report detailed statistics about cluster management daemon
upgrade update database schema after version upgrade (expert only)
debugon enable debug logging (expert only)
debugoff disable debug logging (expert only)

Example

Restarting the cluster management daemon on the head node of a cluster:

[root@mycluster ~]# service cmd restart
Redirecting to /bin/systemctl restart cmd.service
[root@mycluster ~]#

Example

Viewing the resources used by CMDaemon, and some other useful information:

[root@bright81 etc]# service cmd full-status
CMDaemon version 1.7 is running (active).

Current Time: Thu, 03 Dec 2015 15:43:20 CET
Startup Time: Thu, 03 Dec 2015 15:42:30 CET
Uptime: 50 seconds

CPU Usage: 4.20251u 1.17037s (10.7%)
Memory Usage: 98.9MB

Sessions Since Startup: 7
Active Sessions: 7

Number of occupied worker-threads: 1
Number of free worker—-threads: 11

Connections handled: 119
Requests processed: 119
Total read: 324.7KB
Total written: 42.8KB

Average request rate: 2.38 requests/s
Average bandwidth usage: 6.5KB/s

Example

Restarting the cluster management daemon on a sequence of regular nodes, node001 to node040, of a
cluster:

[root@mycluster ~]# pdsh -w node00[1-9],node0[1-3][0-9],n0de040 service cmd restart

This uses pdsh, the parallel shell command (section 13.1).
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2.6.2 Configuring The Cluster Management Daemon

Many cluster configuration changes can be done by modifying the cluster management daemon config-
uration file. For the head node, the file is located at:

/cm/local/apps/cmd/etc/cmd.conf

For regular nodes, it is located inside of the software image that the node uses.

Appendix C describes the supported configuration file directives and how they can be used. Nor-
mally there is no need to modify the default settings.

After modifying the configuration file, the cluster management daemon must be restarted to activate
the changes.

2.6.3 Configuring The Cluster Management Daemon Logging Facilities

CMDaemon generates log messages from specific internal subsystems, such as Workload Management,
Service Management, Monitoring, Certs, and so on. By default, none of those subsystems generate
detailed (debug-level) messages, as that would make the log file grow rapidly.

CMDaemon Global Debug Mode
It is possible to enable a global debug mode in CMDaemon using cmdaemonct 1:

Example

[root@bright81l ~]# cmdaemonctl -h
cmdaemonctl [OPTIONS...] COMMAND

Query or send control commands to the cluster manager daemon.

-h --help Show this help
Commands :

debugon Turn on CMDaemon debug

debugoff Turn off CMDaemon debug

full-status Display CMDaemon status

[root@bright81 ~]# cmdaemonctl debugon
CMDaemon debug level on

Stopping debug level logs from running for too long by executing cmdaemonctl debugoff is a good
idea, especially for production clusters. This is important in order to prevent swamping the cluster with
unfeasibly large logs.

CMDaemon Subsystem Debug Mode
CMDaemon subsystems can generate debug logs separately per subsystem, including by severity level.
This can be done by modifying the logging configuration file at:

/cm/local/apps/cmd/etc/logging.cmd.conf

Within this file, a section with a title of #Available Subsystems lists the available subsystems
that can be monitored. These subsystems include MON (for monitoring), DB (for database), HA (for high
availability), CERTS (for certificates), CEPH (for Ceph), OPENSTACK (for OpenStack), and so on.

For example, to set only CMDaemon debug output for Monitoring, at a severity level of warning,
the file contents for the section severity might look like:

Example

Severity {
warning: MON
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Further details on setting debug options are given within the 1ogging.cmd. conf file.
The logging configuration can be reloaded without having to restart CMDaemon, by restarting the
rsyslogd system messages logger service with:

Example

[root@bright81 etc]# systemctl restart rsyslog.service

2.6.4 Configuration File Modification, And The FrozenFile Directive
As part of its tasks, the cluster management daemon modifies a number of system configuration files.
Some configuration files are completely replaced, while other configuration files only have some sections
modified. Appendix A lists all system configuration files that are modified.

A file that has been generated entirely by the cluster management daemon contains a header:

# This file was automatically generated by cmd. Do not edit manually!

Such a file will be entirely overwritten, unless the FrozenF1ile configuration file directive (Appendix C,
page 624) is used to keep it frozen.
Sections of files that have been generated by the cluster management daemon will read as follows:

# This section of this file was automatically generated by cmd. Do not edit manually!
# BEGIN AUTOGENERATED SECTION —-- DO NOT REMOVE

# END AUTOGENERATED SECTION —— DO NOT REMOVE

Such a file has only the auto-generated sections entirely overwritten, unless the FrozenFile con-
figuration file directive is used to keep these sections frozen.
The FrozenFile configuration file directive in cmd. conf is set as suggested by this example:

Example
FrozenFile = { "/etc/dhcpd.conf", "/etc/postfix/main.cf" }

If the generated file or section of a file has a manually modified part, and when not using
FrozenFile, then during overwriting an event is generated, and the manually modified configura-
tion file is backed up to:

/var/spool/cmd/saved-config-files

Using FrozenF1ile canbe regarded as a configuration technique (section 3.15.3), and one of various
possible configuration techniques (section 3.15.1).

2.6.5 Configuration File Conflicts Between The Standard Distribution And Bright Cluster
Manager For Generated And Non-Generated Files

While Bright Cluster Manager changes as little as possible of the standard distributions that it manages,

there can sometimes be unavoidable issues. In particular, sometimes a standard distribution utility or

service generates a configuration file that conflicts with what the configuration file generated by Bright

Cluster Manager carries out (Appendix A).

For example, the Red Hat security configuration tool system-config-securitylevel can con-
flict with what shorewall (section 7.2 of the Installation Manual) does, while the Red Hat Authen-
tication Configuration Tool authconfig (used to modify the /etc/pam.d/system-auth file) can
conflict with the configuration settings set by Bright Cluster Manager for LDAP and PAM.

In such a case the configuration file generated by Bright Cluster Manager must be given precedence,
and the generation of a configuration file from the standard distribution should be avoided. Sometimes
using a fully or partially frozen configuration file (section 2.6.4) allows a workaround. Otherwise, the
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functionality of the Bright Cluster Manager version usually allows the required configuration function
to be implemented.

Details on the configuration files installed and updated by the package management system, for files
that are “non-generated” (that is, not of the kind in section 2.6.4 or in the lists in Appendixes A.1, A.2
and A.3), are given in Appendix A .4.

2.6.6 CMDaemon Lite
As an alternative to the regular CMDaemon, Bright Cluster Manager provides a lightweight CM-
Daemon, called CMDaemon Lite. This is intended as a minimal alternative to the regular CMDae-
mon for nodes that are not managed by CMDaemon. CMDaemon Lite is contained in the package
cm—lite—daemon.

It can be installed on a device where the administrator considers the option of installing a regular,
full-featured, CMDaemon to be overkill, but still wants an alternative so that some basic monitoring can
be done on the device.

Generic node: So far the options described have been to have
1. CMDaemon running on the device
2. CMDaemon Lite running on the device

A third option that can be considered, is to have
3. no CMDaemon at all running on the device and to register the device as a generic node with the
regular CMDaemon on the head node.

This third option then monitors the device for a basic state of UP/DOWN, but nothing else. In
contrast to the first two cases, a node license is not used up.

CMDaemon Lite is a Python service, and can be run on a device such as a standalone desktop,
running Windows, Linux, or MacOS.

CMDaemon Lite with the standard number of metrics is about 25% lighter on memory resources,
and 50% lighter on CPU resources, than the regular CMDaemon.

An administrator interested in installing the package should contact Bright Computing support.
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Configuring The Cluster

After Bright Cluster Manager software has been installed on the head node, the cluster must be config-
ured. For convenience, the regular nodes on the cluster use a default software image stored on the head
node. The image is supplied to the regular nodes during a process called provisioning (Chapter 5), and
both the head node and the regular nodes can have their software modified to suit exact requirements
(Chapter 11). This chapter however goes through a number of basic cluster configuration aspects that
are required to get all the hardware up and running on the head and regular nodes.

Section 3.1 explains how some of the main cluster configuration settings can be changed.

Section 3.2 details how the internal and external network parameters of the cluster can be changed.

Section 3.3 describes the setting up of network bridge interfaces.

Section 3.4 describes VLAN configuration.

Section 3.5 describes the setting up of network bond interfaces.

Section 3.6 covers how InfiniBand and Omni-Path are set up.

Section 3.7 describes how Baseboard Management Controllers such as IPMI and iLO are set up.

Section 3.8 describes how switches are set up.

Section 3.9 explains how disk layouts are configured, as well as how diskless nodes are set up.

Section 3.10 describes how NFS volumes are exported from an NFS server and mounted to nodes
using the integrated approach of Bright Cluster Manager.

Section 3.11 describes how services can be run from Bright Cluster Manager.

Section 3.12 describes how a rack can be configured and managed with Bright Cluster Manager.

Section 3.13 describes how a GPU unit such as the Dell PowerEdge C410x can be configured with
Bright Cluster Manager.

Section 3.14 describes how custom scripts can replace some of the default scripts in use.

Section 3.15 discusses configuration alternatives that are not based on CMDaemon.

More elaborate aspects of cluster configuration such as power management, user management, pack-
age management, and workload management are covered in later chapters.
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3.1 Main Cluster Configuration Settings
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Figure 3.1: Cluster Settings

In Bright View, the Settings window for the Cluster resource (figure 3.1), which represents the
overall cluster object, allows changes to be made to some of the main cluster settings. The values can
in some cases be overridden by more specific configuration levels, such as category-level or node-level
configuration. The main cluster settings in figure 3.1 are related to the cluster name-related settings,
cluster networking, and some miscellaneous global cluster settings.

3.1.1 Cluster Configuration: Various Name-Related Settings
In the Settings window, the following settings are used for names throughout the cluster.

® Cluster name: (defaultname: Bright 8.l-stable Cluster).
e Default category: (default name: default)
e Default software image: (default name: default-image)

— Node name: the base prefix (default prefix name: node)

— Node digits size: number of digits in suffix of node name (default size: 3)
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3.1.2 Cluster Configuration: Some Network-Related Settings
These following network-related settings are also described in the context of external network settings
for the cluster object, in section 3.2.3, as well as in the quickstart in Chapter 1 of the Installation Manual.

Nameserver And Search Domains Used By Cluster
The settings window can be used to set the IP address of the nameserver and the names of the search
domains for the cluster.

By default, the nameserver is the internal (regular-nodes-facing) IP address of the head node. Mul-
tiple nameservers can be added. If the value is set to 0.0.0. 0, then the address supplied via DHCP to
the head node is used. Alternatively, a static value can be set.

Instead of using the GUI, the changes to the nameserver and searchdomain values can instead
be carried out using cmsh in partition mode (page 60).

The number of names that can be set as search domains used by the cluster has a maximum limit of
6 by default. This is a hardcoded limit imposed by the Linux operating system in older versions.

More recent versions of glibc (glibc > 2.17-222.el7 in RHEL?7) no longer set a limit. How-
ever using more than 6 search domains currently requires the use of the GlobalConfig directive,
MaximalSearchDomains, in the CMDaemon configuration file (Appendix C). For example, to set 30
domains, the directive setting would be: GlobalConfig = {"MaximalSearchDomains=30"}

Use of FQDNs is a possible workaround instead of trying to set more search domains.

Changing The Order In resolv.conf
For clusters CMDaemon by default automatically writes the /etc/resolv.conf by using the follow-
ing sources, and in following order:

1. Global network
2. Other networks
3. Category search domains
4. Partition search domains

Because older glibc versions only support 6 entries in /etc/resolv.conf, it is sometimes useful
to exclude or reorder the preceding sources.

For a network object, Revision can be set a value of search_domain_index, with a number
appended in the format : <index>. If the number appended is : 0, then the domain name for the network
is not used. Otherwise, the number at the end specifies the position of the domain name:

Example

[bright81]% network use ibnet
[bright8l->network[ibnet]]% show

Revision search_domain_index:1

The ordering priority of the category and partition search domains can also be changed by appending
a number in the format : <index> to the domain name:

Example

[bright81]% partition
[bright8l->partion[base]]% get searchdomains
brightcomputing.com:1

domain.test:6

If an index is set for one search domain, then the use of indices for all search domains is recom-
mended. Search domains without indices are handled automatically by CMDaemon.

CMDaemon sorts all search domains according to index, and writes /etc/resolv.conf with the
6 that have the lowest index, with the lowest index first.
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Externally Visible IP Address

The externally visible IP address are public (non-RFC 1918) IP addresses to the cluster. These can be set
to be visible on the external network.

Time server(s)
Time server hostnames can be specified for the NTP client on the head node.

Time Zone
The time zone setting for the cluster is applied to the time that the cluster uses.

e In Bright View, the time zone can be selected from a menu displayed by clicking on the Time
zone menu selection (figure 3.1).

¢ In cmsh, the time zone can be selected in partition mode, using the base object. Tab-

completion prompting after entering “set timezone” displays a list of possible time zones, from
which one can be chosen:

Example

[bright81]% partition use base

[bright8l->partition[base]]% set timezone america/los_angeles
[bright8l->partition«*[basex]]% commit

3.1.3 Miscellaneous Settings

BMC (IPMI/iLO,DRAC) Settings

The BMC (Baseboard Management Controller) access settings can be configured by clicking on the BMC
Settings option in Bright View. This opens up a subwindow with the following settings:

e User name: (default: bright)
® Password: (default: random string generated during head node installation)

e User ID:(default: 4)

® Power reset delay: During a reset, this is the time, in seconds, that the machine is off, before
it starts powering up again (default: 0)

BMC configuration is discussed in more detail in section 3.7.

Administrator E-mail Setting
By default, the distribution which Bright Cluster Manager runs on sends e-mails for the administrator

to the root e-mail address. The administrator e-mail address can be changed within Bright Cluster
Manager so that these e-mails are received elsewhere.

¢ In Bright View, an e-mail address can be set in the Administrator e-mail field (figure 3.1).

* In cmsh, the e-mail address (or space-separated addresses) can be set in partition mode, using
the base object as follows:

Example

[bright81]% partition use base

[bright8l->partition[base]]% set administratore-mail alf@example.com beth@example.com
[bright8l->partitionx[basex]]% commit

The following critical states or errors cause e-mails to be sent to the e-mail address:
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¢ By default, a month before the cluster license expires, a reminder e-mail is sent to the administrator
account by CMDaemon. A daily reminder is sent if the expiry is due within a week.

e A service on the head node that fails on its first ever boot.

¢ When an automatic failover fails on the head or regular node.

SMTP Relay Host Mailserver Setting
The head node uses Postfix as its SMTP server. The default base distribution configuration is a minimal
Postfix installation, and so has no value set for the SMTP relay host. To set its value:

e in Bright View: the Relay Host field sets the SMTP relay host for the cluster resource

* in cmsh: the relayhost property can be set for the base object within partition mode:

Example

root@bright81 ~]# cmsh
bright81]% partition use base

o

[
[
[bright81-> partition[base]]% set relayhost mail.example.com
[

o

bright8l-> partition[basex]]% commit

Postfix on the regular nodes is configured to use the head node as a relay host and is normally left
untouched by the administrator. If the regular node configuration for Postfix is changed in partition
mode, then a node reboot deploys the change for the node. Further Postfix changes can be done directly
to the configuration files as is done in the standard distribution. The changes must be done after the
marked auto-generated sections, and should not conflict with the auto-generated sections.

A convenient way to check mail is functioning is to run Bright Cluster Manager’s testemail com-
mand. The command is run from within the main mode of cmsh. It sends a test e-mail out using
CMDaemon:

[root@bright81l ~]1# mailg; 1ls -al /var/spool/mail/root

Mail queue is empty

—rTW——————— 1 root mail 0 Sep 8 11:11 /var/spool/mail/root
[root@bright8l ~]# cmsh -c "main; testemail"

Mail delivered to postfix

You have new mail in /var/spool/mail/root

[root@bright81 ~]1# mailg; ls -al /var/spool/mail/root

Mail queue is empty

—rTW——————— 1 root mail 749 Sep 8 11:12 /var/spool/mail/root

The test e-mail destination is the administrator e-mail address discussed in the preceding section.

Failover Settings

To access the high availability (HA) feature of the cluster for head nodes, the administrator can click
on the Failover option in Bright View. This opens up a subwindow that can be used to configure
HA-related parameters (section 15.4.6).

Failover Groups Settings

To access the high availability feature of the cluster for groups of regular nodes, the administrator can
click on the Failover groups option in Bright View. This opens up a subwindow that can be used to
configure failover-groups-related parameters (section 15.5).
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3.1.4 Limiting The Maximum Number Of Open Files

Configuring The System Limit On Open Files: The /proc/sys/fs/file-max Setting

The maximum number of open files allowed on a running Linux operating system is determined by

/proc/sys/fs/file-max. To configure this setting so that it is persistent, the Linux operating system

uses a /etc/sysctl.conf file and x.conf files under /etc/sysctl.d/. Further information on

these files can be found via the man page, man (5) sysctl.conf. Bright Cluster Manager adheres to

this standard method, and places a settings file 90-cm-sysctl.conf in the directory /etc/sysctl.d.
By default, the value set for £ile-max by Bright Cluster Manager is 65536. A head node typically

is not used to run applications that will exceed this value. However cluster administrators with larger

clusters or with custom needs can change the value according to need.

Configuring The User Limit On Open Files: The nofile Setting
The maximum number of open files allowed for a user can be seen on running ulimit -n. The value
is defined by the nofile parameter of ulimit.

By default the value set by Bright Cluster Manager is 65536.

Ulimit limits are limits to restrict the resources used by users. If the pam_limits.so module is
used to apply ulimit limits, then the resource limits can be set via the /etc/security/limits.conf
file and . conf files in the /etc/security/limits.d directory. Further information on these files
can be found via the man page, man (5) limits.conf.

Resource limits that can be set for user login sessions include the number of simultaneous login
sessions, the number of open files, and memory limits.

The maximum number of open files for a user is unlimited by default in an operating system that is
not managed by Bright Cluster Manager. However, it is set to 65536 by default for a system managed
by Bright Cluster Manager. The nofile value is defined by Bright Cluster Manager in:

® in /etc/security/limits.d/91-cm-1limits.conf on the head node

* in /cm/images/<software image name>/etc/security/limits.d/91-cm-1limits.conf in
the software image that the regular node picks up.

The values set in 91-cm-1limits.conf are typically sufficient for a user session, unless the user
runs applications that are resource hungry and consume a lot of open files.

Deciding On Appropriate Ulimit, Limit, And System Limit Values

Decreasing the nofile valuein /etc/security/limits.d/91-cm-1limits.conf (butleaving the
/proc/sys/fs/file-max untouched), or increasing /proc/sys/fs/file-max (but leaving the
nofile value of 65536 per session as is), may help the system stay under the maximum number of
open files allowed.

In general, users should not be allowed to use the head node as a compilation server, or as a testbed,
before running their applications. This is because user errors can unintentionally cause the head node
to run out of resources and crash it.

Depending what is running on the the server, and the load on it, the administrator may wish to
increase the resource limit values.

A very rough rule-of-thumb that may be useful as a first approximation to set £ile-max optimally
is suggested in the kernel source code. The suggestion is to simply multiply the system memory (in MB)
by 10 per MB, and make the resulting number the file-max value. For example, if the node has 128
GB of memory, then 1280000 can be set as the £ile-max value.

Fine-tuning to try and ensure that the operating system no longer runs out of file handles, and to try
and ensure the memory limits for handling the load are not exceeded, is best achieved via an empirical
trial-and-error approach.
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3.2 Network Settings

A simplified quickstart guide to setting up the external head node network configuration on a vendor-
prepared cluster is given in Chapter 6 of the Installation Manual. This section (3.2) covers network con-
figuration more thoroughly.

After the cluster is set up with the correct license as explained in Chapter 4 of the Installation Manual,
the next configuration step is to define the networks that are present (sections 3.2.1 and 3.2.2).

During Bright Cluster Manager installation at least three default network objects were created:

internalnet: the primary internal cluster network, and the default management network. This is
used for booting non-head nodes and for all cluster management communication. In the absence
of other internal networks, internalnet is also used for storage and communication between
compute jobs. Changing the configuration of this network is described on page 61 under the
subheading “Changing Internal Network Parameters For The Cluster”.

externalnet: the network connecting the cluster to the outside world (typically a corporate or cam-
pus network). Changing the configuration of this network is described on page 57 under the

subheading “Changing External Network Parameters For The Cluster”. This is the only network
for which Bright Cluster Manager also supports IPv6.

globalnet: the special network used to set the domain name for nodes so that they can be resolved
whether they are cloud nodes or not. This network is described further on page 64 under the
subheading “Changing The Global Network Parameters For The Cluster”.

For a Type 1 cluster (section 3.3.7 of the Installation Manual) the internal and external networks are
illustrated conceptually by figure 3.2.
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Figure 3.2: Network Settings Concepts
The configuration of network settings is completed when, after having configured the general net-
work settings, specific IP addresses are then also assigned to the interfaces of devices connected to the

networks.

¢ Changing the configuration of the head node external interface is described on page 58 under the
subheading “The IP address of the cluster”.

© Bright Computing, Inc.



52 Configuring The Cluster

¢ Changing the configuration of the internal network interfaces is described on page 63 under the
subheading “The IP addresses and other interface values of the internal network”.

— How to set a persistent identity for an interface—for example, to ensure that a particular inter-
face that has been assigned the name eth3 by the kernel keeps this name across reboots—is
covered in section 5.8.1, page 187.

¢ Changing the configuration of globalnet is described on page 64 under the subheading “Chang-
ing The Global Network Parameters For The Cluster”. IP addresses are not configured at the
globalnet network level itself.

3.2.1 Configuring Networks
The network mode in cmsh gives access to all network-related operations using the standard object
commands. Section 2.5.3 introduces cmsh modes and working with objects.

In Bright View, a network can be configured via the clickpath Networking—Networks, which
opens up the Networks subwindow (figure 3.3):

Networks -
NAME NETMASK BITS A BASE ADDRESS DOMAIN NAME TYPE OPTIONS
[ globalnet 0 0.0.0.0 cm.cluster GLOBAL Edit | =
[J internalnet 16 10.141.0.0 eth.cluster INTERNAL Edit |
[ externalnet 24 192.168.200.0 openstacklocal EXTERNAL Edit | -
Revert Add Delete Save

Figure 3.3: Networks

In the context of the OSI Reference Model, each network object represents a layer 3 (i.e. Network
Layer) IP network, and several layer 3 networks can be layered on a single layer 2 network (e.g. routes
on an Ethernet segment).

Selecting a network such as internalnet or externalnet in the resource tree displays, for ex-
ample, by double-clicking the row, opens up the Overview window of that network. The Overview
window by default lists the device names and device properties that are in the network. For example
the internal network typically has some nodes, switches, and other devices attached to it, each with
their IP addresses and interface (figure 3.4).

< Network internalnet -
overview > TYPE HOSTNAME INTERFACE P
Settings > Node node005 BOOTIF 10.141.0.5

Node node004 BOOTIF 10.141.0.4

Node node003 BOOTIF 10.141.0.3

Node node002 BOOTIF 10.141.0.2

Node node001 BOOTIF 10.141.0.1

Node pj-tr etho 10.141.255.254

Back Revert Delete Save

Figure 3.4: Network Overview
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Selecting the Settings option opens a scrollable pane that allows a number of network properties

to be changed (figure 3.5).

< Network internalnet

overview

Settings

The properties of figure 3.5 are introduced in table 3.2.1.
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name
internalnet
Type

Internal

Node booting

Enabled Disabled

Management allowed

Enabled Disabled

Base address
10.141.0.0

Dynamic range start
10.141.160.0

Netmask bits

16

P S _ S R S P S

Back Revert

Figure 3.5: Network Settings

Domain Name
eth.cluster
MTU

1500

Lock down dhcpd

Enabled Disabled

Broadcast address
10.141.255 255
Dynamic range end
10.141.167.255
Gateway

0.0.0.0
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Property Description
name Name of this network.

Domain Name

Type

MTU

Node booting

Lock down dhcpd

Management allowed
Base address
Broadcast address

Dynamic range
start/end

Netmask bits

Gateway

DNS domain associated with the network.

Menu options to set the network type. Options are Internal, External,
Tunnel, Global, Cloud, or NetMap network.

Maximum Transmission Unit. The maximum size of an IP packet transmit-
ted without fragmenting.

Enabling means nodes are set to boot from this network (useful in the
case of nodes on multiple networks). For an internal subnet called <sub-
net>, when node booting is set, CMDaemon adds a subnet configuration
/etc/dhcpd. <subnet>.conf on the head node, which is accessed from
/etc/dhcpd. conf.

¢ It can be set in Bright View via the Networking resource, selecting a
network, and then setting Node booting from within the network
settings.

e It can be set in cmsh via the network mode, selecting a network, and
then setting nodebooting.

Enabling means new nodes are not offered a PXE DHCP IP address from
this network, i.e. DHCPD is “locked down”. A DHCP “deny unknown-
clients” option is set by this action, so no new DHCP leases are granted to
unknown clients for the network. Unknown clients are nodes for which
Bright Cluster Manager has no MAC addresses associated with the node.

¢ It can be set in Bright View via the Networking resource, selecting a
network, and then setting Lock down dhcpd from within the net-
work settings.

¢ It canbe setin cmsh via the network mode, selecting a network, and
then setting 1ockdowndhcpd.

Enabling means that the network has nodes managed by the head node.
Base address of the network (also known as the network address).
Broadcast address of the network.

Start/end IP addresses of the DHCP range temporarily used by nodes dur-
ing PXE boot on the internal network. These are addresses that do not con-
flict with the addresses assigned and used by nodes during normal use.
Prefix-length, or number of bits in netmask. The part after the “/” in CIDR
notation.

Default route IP address

Table 3.2.1: Network Configuration Settings

In basic networking concepts, a network is a range of IP addresses. The first address in the range is
the base address. The length of the range, i.e. the subnet, is determined by the netmask, which uses CIDR
notation. CIDR notation is the so-called / (“slash”) representation, in which, for example, a CIDR nota-
tion of 192.168.0.1/28 implies an IP address of 192.168.0.1 with a traditional netmask of 255.255.255.240
applied to the 192.168.0.0 network. The netmask 255.255.255.240 implies that bits 28-32 of the 32-bit
dotted-quad number 255.255.255.255 are unmasked, thereby implying a 4-bit-sized host range of 16 (i.e.

24) addresses.
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The sipcalc utility installed on the head node is a useful tool for calculating or checking such IP
subnet values (man sipcalcor sipcalc -h for help on this utility):

Example

user@bright8l:~$ sipcalc 192.168.0.1/28

-[ipv4 : 192.168.0.1/28] - 0

[CIDR]

Host address - 192.168.0.1

Host address (decimal) - 3232235521

Host address (hex) - C0A80001

Network address - 192.168.0.0

Network mask - 255.255.255.240

Network mask (bits) - 28

Network mask (hex) — FFFFFFFO

Broadcast address - 192.168.0.15

Cisco wildcard - 0.0.0.15

Addresses in network - 16

Network range - 192.168.0.0 - 192.168.0.15
Usable range - 192.168.0.1 - 192.168.0.14

Every network has an associated DNS domain which can be used to access a device through a par-
ticular network. For internalnet, the default DNS domain is set to eth.cluster, which means that
the hostname node001.eth.cluster can be used to access device node001 through the primary in-
ternal network. If a dedicated storage network has been added with DNS domain storage.cluster,
then node001.storage.cluster can be used to reach node001 through the storage network. Inter-
nal DNS zones are generated automatically based on the network definitions and the defined nodes on
these networks. For networks marked as external, no DNS zones are generated.

3.2.2 Adding Networks
Once a network has been added, it can be used in the configuration of network interfaces for devices.

In Bright View the Add button in the Networks subwindow (figure 3.3) can be used to add a new
network. After the new network has been added, the Settings pane (figure 3.5) can be used to further
configure the newly-added network.

In cmsh, a new network can be added from within network mode using the add or clone com-
mands.

The default assignment of networks (internalnet to Management network and externalnet to
External network) can be changed using Bright View, via the Settings window of the cluster
object (figure 3.1).

In cmsh the assignment to Management network and External network can be set or modified
from the base object in partition mode:

Example

[root@bright81 ~]# cmsh

[bright81]% partition use base

[bright8l->partition[base]]% set managementnetwork internalnet; commit
[bright8l->partition([base]]% set externalnetwork externalnet; commit

3.2.3 Changing Network Parameters
After both internal and external networks are defined, it may be necessary to change network-related
parameters from their original or default installation settings.
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Changing The Head Or Regular Node Hosthame
To reach the head node from inside the cluster, the alias master may be used at all times. Setting the
hostname of the head node itself to master is not recommended.

The name of a cluster is sometimes used as the hostname of the head node. The cluster name, the
head node hostname, and the regular node hostnames, all have their own separate names as a property
of their corresponding objects. The name can be changed in a similar manner for each.

For example, to change the hostname of the head node, the device object corresponding to the head
node must be modified.

¢ In Bright View, the click path for modifying the host name is Devices—Head
Nodes—Edit—Settings—Hostname—Save. That is, under the Devices resource, the
Head Nodes option is selected. The Edit button can then be used to edit the host. This opens
up a pane, and the Settings option can then be selected. The Hostname record can then be
modified (figure 3.6), and saved by clicking on the Save button. When setting a hostname, a
domain is not included.

After the change, as suggested by Bright View, the head node must be rebooted.

< Head node bright80 A
Overview > Hostname Tag
brighit80 000000002000
Settings >
Mac
System Infarmation > FA:16:3E:8D:C3:36
Processes > Rack »
Interfaces »

eth0 - 10.141.255 254, eth1 - 192.168.200.236

PXE Label

Ftharnat cwitrh »

Back Revert Delete Save Actions =
Figure 3.6: Head Node Settings

® In cmsh, the hostname of the head node can also be changed, via device mode:
Example

[root@bright81 ~]# cmsh

[bright81]% device use bright8l

[bright8l->device[bright81]]% set hostname foobar

[foobar—->device* [foobar*]1]1% commit

[foobar->device[foobar]]%

Tue Jan 22 17:35:29 2013 [warning] foobar: Reboot required: Hostname changed
[foobar->device[foobar]]% quit

[root@bright81 ~]# sleep 30; hostname —-f foobar.cm.cluster

[root@bright81 ~]#

The prompt string shows the new hostname after a short time, when a new shell is started.

After the hostname has been set, as suggested by cmsh, the head node must be rebooted.
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Adding Hostnames To The Internal Network

Additional hostnames, whether they belong to the cluster nodes or not, can be added as name/value
pairs to the /etc/hosts file(s) within the cluster. This should be done only outside the specially-
marked CMDaemon-managed section. It can be done to the file on the head node, or to the file on the
software image for the regular nodes, or to both, depending on where the resolution is required.

However, for hosts that are on the internal network of the cluster, such as regular nodes, it is easier
and wiser to avoid adding additional hostnames via /etc/hosts.

Instead, it is recommended to let Bright Cluster Manager manage host name resolution for devices
on the internalnet through its DNS server on the internalnet interface. The host names can be
added to the additionalhostnames object, from within interfaces submode for the head node.
The interfaces submode is accessible from the device mode. Thus, for the head node, with ethl
as the interface for internalnet:

Example

[bright81]% device use bright8l

[bright8l->device[bright81]]% interfaces
[bright8l->device[bright8l]->interfaces]% use ethl
[bright8l->device[bright8l]->interfaces[ethl]]% set additionalhostnames test
[bright8l->devicex [bright8l«]->interfacesx[ethlx]]% commit
[bright8l->device[bright8l]->interfaces[ethl]]%

Fri Oct 12 16:48:47 2012 [notice] bright8l: Service named was restarted
[bright8l->device[bright8l]->interfaces[ethl]]% !ping test

PING test.cm.cluster (10.141.255.254) 56(84) bytes of data.

Multiple hostnames can be added as space-separated entries.

The named service automatically restarts within about 20 seconds after committal, implementing
the configuration changes. This kind of restart is a feature (section 3.11.1) of changes made to service
configurations by Bright View or cmsh.

Changing External Network Parameters For The Cluster

The external network parameters of the cluster: When a cluster interacts with an external network,
such as a company or a university network, its connection behavior is determined by the settings of
two objects: firstly, the external network settings of the Networks resource, and secondly, by the cluster
network settings.

1. The external network object contains the network settings for all objects configured to connect
to the external network, for example, a head node. Network settings are configured in Bright
View under the Networking resource, then under the Networks subwindow, then within the
Settings option for a selected network. Figure 3.5 shows a settings window for when the
internalnet item has been selected, but in the current case the externalnet item must be
selected instead. The following parameters can then be configured:

e the IP network parameters of the cluster (but not the IP address of the cluster):

— Base address: the network address of the external network (the “IP address of the
external network”). This is not to be confused with the IP address of the cluster, which is
described shortly after this.

— Broadcast address: the broadcast address of the external network. This is not to be
confused with the IP address of the internal network (page 54).

— Dynamic range startandDynamic range end: Notused by the external network
configuration.

— Netmask bits: the netmask size, or prefix-length, of the external network, in bits.
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— Gateway: the default route for the external network.

the network name (what the external network itself is called), by default this is defined as
externalnet in the base partition on a newly installed Type 1 cluster,

the Domain Name: the network domain (LAN domain, i.e. what domain machines on the
external network use as their domain),

the External network checkbox: this is checked for a Type 1 cluster,

and MTU size (the maximum value for a TCP/IP packet before it fragments on the external
network—the default value is 1500).

If the cluster is running the Bright Cluster Manager for OpenStack edition then some OpenStack
parameters are also set:

OpenStack network type: the OpenStack network type. Choices are: None, Flat, VLAN
Host, VLAN, Other, VXLAN Host,FloatingIps

OpenStack DNS Format: the format for instances that have a floating IP address assigned
to them.

OpenStack network is shared: If enabled, the OpenStack network is a shared,
snoopable network.

OpenStack alloc pool start/end: the start/end addresses of the OpenStack alloca-
tion.

OpenStack VLAN Range/ID: The VLAN range and ID (if using VLANS).

OpenStack Host network: Defaults to vlanhostnet (for VLANS) or vxlanhostnet
(for VXLANSs)

OpenStack Physical network name: Name of the OpenStack physical network, de-
faults to internalnet

2. The cluster object contains other network settings used to connect to the outside. These are con-
figured in the Settings options of the cluster object resource in Bright View (figure 3.1):

e-mail address(es) for the cluster administrator,

any additional external name servers used by the cluster to resolve external host names. As an
aside: by default, only the head node name server is configured, and by default it only serves
hosts on the internal network via the internal interface. Enabling the Pub1icDNS directive
(Appendix C) allows the head node name server to resolve queries about internal hosts from
external hosts via any interface, including the external interface.

the DNS search domain (what the cluster uses as its domain),

and NTP time servers (used to synchronize the time on the cluster with standard time) and
time zone settings.

These settings can also be adjusted in cmsh in the base object under partition mode.

Changing the networking parameters of a cluster (apart from the IP address of the cluster) therefore
requires making changes in the settings of the two preceding objects.

The IP address of the cluster: The cluster object itself does not contain an IP address value. This is
because it is the cluster network topology type that determines whether a direct interface exists from
the cluster to the outside world. Thus, the IP address of the cluster in the Type 1, Type 2, and Type 3
configurations (section 3.3.7 of the Installation Manual) is defined by the cluster interface that faces the
outside world. For Type 1, this is the interface of the head node to the external network (figure 3.2). For
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Type 2 and Type 3 interfaces the cluster IP address is effectively that of an upstream router, and thus not
a part of Bright Cluster Manager configuration. Thus, logically, the IP address of the cluster is not a part
of the cluster object or external network object configuration.

For a Type 1 cluster, the head node IP address can be set in Bright Cluster Manager, separately from
the cluster object settings. This is then the IP address of the cluster according to the outside world.

Setting the network parameters of the cluster and the head node IP address: These values can be set
using Bright View or cmsh:

With Bright View: The cluster network object and associated settings are accessed as follows:

The external network object:

The external network object is accessed via the click path
Networking—Networks—externalnet—Edit—Settings
which reaches the window shown in figure 3.7:

T4 MNetwork internalnet

Overview > name Domain Mame
internalnst eth cluster
Settings >
Tvne MTU
Internal v 1500
Mode booting Lock down dhcpd

Management allowed

Base address Eroadcast address
10.14100 10.141.255 255
Dynamic range start Dynamic range end
10.141.160.0 10.141.167 255
Metmask hits Gateway
15 r 0.0.0.0
OpenStack network type
Mane v
OpenStack DMS Format OpenStack network is shared
${uid} Enabled
Back Revert Delete Save

Figure 3.7: Network Settings For External Network

The cluster object:
The cluster object and associated settings are accessed as shown in figure 3.1

The head node IP address:
For a head node bright81, where the IP address is used by the interface etho0, the static IP
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address can be set via the clickpath Devices—+Head Nodes—Edit [bright81] —Settings—
Interfaces[eth0] —IP (figure 3.8).

s Bright Compuling

Head Nodes ( MNetwork physical interface eth0

Type

sapou pesH
S8IBHBIU| HIoMiBN

ogyblig spou peay

physical
Metwork device name MAC

ethl 00:00:00:00:00:00
Metwork Additional Hostnames

internalnet r Additional Hostnames -
IP DHCP

10.141.255.254 Enabled
Speed Start if

Speed ALWAYS v
EringUpDurinalnstall

MO v
revision

Back Fevert Delete

Figure 3.8: Setting The IP Address On A Head Node In Bright View

With cmsh: The preceding Bright View configuration can also be done in cmsh, using the
network, partition and device modes, as in the following example:

Example

bright81]% network use externalnet
bright8l->network[externalnet]]% set baseaddress 192.168.1.0
11% set netmaskbits 24
bright8l->network«*[externalnet*]]% set gateway 192.168.1.1
bright8l->network«*[externalnetx]1%

bright8l->network*[externalnetx*

[

[

[

[

[ commit
[bright8l->network [externalnet]]% partition use base
[bright8l->partition[base]]% set nameservers 192.168.1.1
[bright8l->partitionx[base*x]]% set searchdomains x.com y.com
[bright8l->partition« [basex]]% append timeservers ntp.x.com
[bright8l->partition«[basex]]% commit

[bright8l->partition[base]]% device use bright81

[bright8l->device[bright81]]% interfaces
[bright8l->device[bright8l]->interfaces]% use ethl
[bright8l->device[bright8l]->interfaces[ethl]]% set ip 192.168.1.176
[bright8l->device[bright8l]->interfaces*[ethlx]]% commit
[bright8l->device[bright8l]->interfaces[ethl]]%

After changing the external network configurations, a reboot of the head node is necessary to
activate the changes.

Using DHCP to supply network values for the external interface: Connecting the cluster via DHCP
on the external network is not generally recommended for production clusters. This is because DHCP-
related issues can complicate networking troubleshooting compared with using static assignments.
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For a Type 1 network, the cluster and head node can be made to use some of the DHCP-supplied
external network values as follows:

¢ In Bright View, the DHCP setting of figure 3.8 can be set to Enabled

* Alternatively, in cmsh, within interfaces mode for the head node interface, the value of the param-
eter DHCP can be set:

[bright8l->device[bright8l]->interfaces[eth0]]% set dhcp yes

The gateway address, the name server(s), and the external IP address of the head node are then ob-
tained via a DHCP lease. Time server configuration for externalnet is not picked up from the DHCP
server, having been set during installation (figure 3.32 in Chapter 3 of the Installation Manual). The time
servers can be changed using Bright View as in figure 3.1, or using cmsh in partition mode as in the
preceding example. The time zone can be changed similarly.

It is usually sensible to reboot after implementing these changes in order to test the changes are
working as expected.

Changing Internal Network Parameters For The Cluster
When a cluster interacts with the internal network that the regular nodes and other devices are on, its
connection behavior with the devices on that network is determined by settings in:

1. the internal network of the Networks resource (page 61)
2. the cluster network for the internal network (page 62)
3. the individual device network interface (page 63)

4. the node categories network-related items for the device (page 64), in the case of the device being
a regular node.

In more detail:

1. The internal network object: has the network settings for all devices connecting to the internal
network, for example, a login node, a head node via its internalnet interface, or a managed switch
on the internal network. In Bright View, the settings can be configured under the Net working resource,
then under the Networks subwindow, then within the Settings option for the internalnet item
(figure 3.5). In cmsh the settings can be configured by changing the values in the internalnet object
within cmsh’s network mode. Parameters that can be changed include:

¢ the IP network parameters of the internal network (but not the internal IP address):

- “Base address”: the internal network address of the cluster (the “IP address of the internal
network”). This is not to be confused with the IP address of the internal network interface of
the head node. The default valueis 10.141.0.0.

- “Netmask bits”: the netmask size, or prefix-length, of the internal network, in bits. The
default value is 16.

- Gateway: the default gateway route for the internal network. If unset, or 0.0.0.0 (the default),
then its value is decided by the DHCP server on the head node, and nodes are assigned a
default gateway route of 10.141.255.254, which corresponds to using the head node as
a default gateway route for the interface of the regular node. The effect of this parameter is
overridden by any default gateway route value set by the value of Default gateway inthe
node category.
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- “Dynamic range start” and “Dynamic range end”: These are the DHCP ranges for
nodes. DHCP is unset by default. When set, unidentified nodes can use the dynamic IP
address values assigned to the node by the node-installer. These values range by default from
10.141.128.0t010.141.143.255. Using this feature is not generally recommended, in
order to avoid the possibility of conflict with the static IP addresses of identified nodes.

- Node booting: This allows nodes to boot from the provisioning system controlled by CM-
Daemon. The parameter is normally set for the management network (that is the network
over which CMDaemon communicates to manage nodes) but booting can instead be carried
out over a separate physical non-management network. Booting over InfiniBand or Omni-
Path is possible (section 5.1.3).

- Lock down dhcpd, if set to yes, stops new nodes from booting via the network. New nodes
are those nodes which are detected but the cluster cannot identify based on CMDaemon
records. Details are given in Chapter 5 about booting, provisioning, and how a node is de-
tected as new.

¢ the “domain name” of the network. This is the LAN domain, which is the domain machines on
this network use as their domain. By default, set to a name based on the network interface type
used on the internal network, for example eth.cluster. In any case, the FQDN must be unique
for every node in the cluster.

¢ the network name, or what the internal network is called. By default, set to internalnet.

® The MTU size, or the maximum value for a TCP/IP packet before it fragments on this network. By
default, set to 1500.

2. The cluster object: has other network settings that the internal network in the cluster uses. These
particulars are configured in the Settings option of the cluster object resource in Bright View (fig-
ure 3.1). The cmsh equivalents can be configured from the base object in partition mode. Values
that can be set include:

¢ the “Management network”. This is the network over which CMDaemon manages the nodes.
Management means that CMDaemon on the head node communicates with CMDaemons on
the other nodes. The communication includes CMDaemon calls and monitoring data. By de-
fault, the management network is set to internalnet for Type 1 and Type 2 networks, and
managementnet in Type 3 networks. It is a partition-level cluster-wide setting by default.
Partition-level settings can be overridden by the category level setting, and node-level settings
can override category level or partition level settings.

e the “Node name” can be set to decide the prefix part of the node name. By default, set to node.

* the “Node digits” can be set to decide the possible size of numbers used for suffix part of the
node name. By default, set to 3.

¢ the “Default category”. This sets the category the nodes are in by default. By default, it is set
to default.

* the “Default software image”. This sets the image the nodes use by default, for new nodes
that are not in a category yet. By default, it is set to default-image.

* the “Name server”. This sets the name server used by the cluster. By default, it is set to the head
node. The default configuration uses the internal network interface and serves only internal hosts.
Internal hosts can override using this value at category level (page 64). By default external hosts
cannot use this service. To allow external hosts to use the service for resolving internal hosts, the
PublicDNS directive (Appendix C) must be set to True.
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3. The internal IP addresses and other internal interface values: In Bright View, the net-
work for a node, such as a physical node node001, can be configured via a clickpath
Devices—Nodes [node001] =+ Interface. The subwindow that opens up then allows network con-
figuration to be done for such nodes in a similar way to figure 3.8.

In cmsh the configuration can be done by changing properties from the interfaces submode that
is within the device mode for the node.

The items that can be set include:

¢ theNetwork device name: By default, thisis set to BOOTIF for a node that boots from the same
interface as the one from which it is provisioned.

¢ the Network: By default, this is set to a value of internalnet.

¢ the IP address: By default, this is automatically assigned a static value, in the range 10.141.0.1
to 10.141.255.255, with the first node being given the first address. Using a static IP address
is recommended for reliability, since it allows nodes that lose connectivity to the head node to
continue operating. The static address can be changed manually, in case there is an IP address or
node ID conflict due to an earlier inappropriate manual intervention.

Administrators who want DHCP addressing on the internal network, despite the consequences,
can set it via a checkbox.

* onnetworkpriority: This sets the priority of DNS resolution queries for the interface on the
network. The range of values that it can take is from 0 to 4294967295. Resolution takes place via
the interface with the higher value.

The default priority value for a network interface is set according to its type. These defaults are:

Type Value

Bridge 80
Bond 70
Physical 60
VLAN 50
Alias 40
Tunnel 30
Netmap 20
BMC 10

® Additional Hostname: In the case of nodes this is in addition to the default node name
set during provisioning. The node name set during provisioning takes a default form of
node<3 digit number>, as explained earlier on page 62 in the section describing the cluster
object settings.

For, example, a regular node that has an extra interface, eth1, can have its values set as follows:

Example

[bright81] device interfaces node001
[bright8l->device[node00l]->interfaces]% add physical ethl
[bright81->...->interfacesx[ethlx]]% set network externalnet
[bright81->...->interfaces*[ethlx]]% set additionalhostnames extrall
[bright8l->...->interfacesx[ethlx]% set ip 10.141.1.1
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[bright8l1->...->interfacesx[ethlx]]% commit
[bright8l1->...->interfaces[ethl]]%
[bright81->...->interfaces]%

[bright8l->device[node001]]% reboot

4. Node category network values: are settings for the internal network that can be configured for node
categories. For example, for the default category called default this can be carried out:

* via Bright View, using the Settings option for Node categories. This is in the clickpath
Grouping—Node categories[default-image] —+Settings

* or via the category mode in cmsh, for the default node category.

If there are individual node settings that have been configured in Bright View or cmsh, then the node
settings override the corresponding category settings for those particular nodes.
The category properties involved in internal networking that can be set include:

® Default gateway: The default gateway route for nodes in the node category. If unset, or
0.0.0.0 (the default), then the node default gateway route is decided by the internal network object
Gateway value. If the default gateway is set as a node category value, then nodes use the node
category value as their default gateway route instead.

® Management network: The management network is the network used by CMDaemon to man-
age devices. The default setting is a property of the node object. It can be set as a category property.

® Name server, Time server, Search domain: The default setting for these on all nodes is set
by the node-installer to refer to the head node, and is not configurable at the node level using
Bright View or cmsh. The setting can however be set as a category property, either as a space-
separated list of entries or as a single entry, to override the default value.

Application To Generic Network Devices: The preceding details for the internal network parameters
of the cluster, starting from page 61, are applicable to regular nodes, but they are often also applicable
to generic network devices (section 2.1.1). Benefits of adding a generic device to be managed by Bright
Cluster Manager include that:

¢ the name given to the device during addition is automatically placed in the internal DNS zone, so
that the device is accessible by name

¢ the device status is automatically monitored via a SYN ping (Appendix G.2.1).

¢ the device can be made to work with the health check and metric framework. The scripts used in
the framework will however almost certainly have to be customized to work with the device

After changing network configurations, a reboot of the device is necessary to activate the changes.

Changing The Global Network Parameters For The Cluster

The global network globalnet is a unique network used to set up a common name space for all nodes
in a cluster in Bright Cluster Manager. It is required in Bright Cluster Manager because of the added
cloud extension functionality, described in the Cloudbursting Manual. Regular nodes and regular cloud
nodes are thus both named under the globalnet domain name, which is cm. cluster by default. So,
for example, if default host names for regular nodes (node001, node002, ...) and regular cloud nodes
(cnode001, cnode002, ...) are used, node addresses with the domain are:

¢ node001.cm.cluster for node001

¢ cnode001.cm.cluster for cnode001
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The only parameter that can be sensibly changed on globalnet is the domain name, which is
cm.cluster by default.

Removing globalnet should not be done because it will cause various networking failures, even
for clusters deploying no cloud nodes.

Details on how resolution is carried out with the help of globalnet are given in section 6.4.1 of the
Cloudbursting Manual.

Setting Static Routes
To route via a specific gateway, the staticroutes submode can be used. This can be set for regular
nodes and head nodes via the device mode, and for node categories via the category mode.

On a newly-installed cluster with a type 1 network (section 3.3.7 of the Installation Manual), a node
by default routes packets using the head node as the default gateway.

If the administrator would like to configure a regular node to use another gateway to reach a printer
on another subnet, as illustrated by figure 3.9:

External Network

Another internal network
head node 192.168.0.0/24
-»:4- (default route) (not managed by the cluster manager)

..110.141.255.254

192.168.0.9
Internal Network

10.141.0.0/16

10.141.1.. .168.0.1 ,
D E— Printer &
10.141.0.14/—> 192.168.0.3
—

Gateway
10.141.0.2

[nodeoo

ode002

Figure 3.9: Example Of A Static Route To A Printer On Another Subnet

then an example session for setting the static route is as follows:

Example

[root@bright81 ~]# cmsh

[bright81 ]% device use node001

[bright8l->device[node001]1%

[bright8l->device[node001]]% staticroutes
[bright8l->device[node00l]->staticroutes]% list

Name (key) Gateway Destination
[bright8l->device[node00l]->staticroutes]$% add printerroute
[bright8l->...x[printerroute*]]% set gateway 10.141.1.1

[bright81->...x[printerroutex]]% set destination 192.168.0.3
[bright81->...x[printerroutex]]% set networkdevicename bootif
[bright81->...x[printerroutex]]% commit
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[bright8l1->... [printerroute]]% show

Parameter Value
Destination 192.168.0.3/32
Gateway 10.141.1.1
Name printerroute
Network Device Name bootif
Revision

o)

[bright8l->device[node00l]->staticroutes[printerroute]]% exit
[bright8l->device[node00l]->staticroutes]% list
Name (key) Gateway Destination

printerroute 10.141.1.1 192.168.0.3/32
[bright8l->device[node00l]->staticroutes]% exit; exit
[bright8l->devicel]% reboot nodel001

In the preceding example, the regular node node001, with IP address 10.141.0.1 can connect to a
host 192.168.0.3 outside the regular node subnet using a gateway with the IP addresses 10.141.1.1 and
192.168.0.1. The route is given the arbitrary name printerroute for administrator and CMDaemon
convenience, because the host to be reached in this case is a print server. The networkdevicename is
given the interface name bootif. If another device interface name is defined in CMDaemon, then that
can be used instead. If there is only one interface, then networkdevicename need not be set.

After a reboot of the node, the route that packets from the node follow can be seen with a traceroute
or similar. The ping utility with the -R option can often track up to 9 hops, and can be used to track the
route:

Example

[root@bright81 ~]# ssh node00l ping -cl -R 192.168.0.3
PING 192.168.0.3 (192.168.0.3) 56(124) bytes of data.
64 bytes from 192.168.0.3: icmp_seg=1 ttl=62 time=1.41 ms
RR: 10.141.0.1

10.141.1.1

192.168.0.1

192.168.0.3

192.168.0.3

192.168.0.1

10.141.1.1

10.141.0.1

-—— 192.168.0.3 ping statistics ---

1 packets transmitted, 1 received, 0% packet loss, time 1lms
rtt min/avg/max/mdev = 1.416/1.416/1.416/0.000 ms
[root@bright8l->device[node00l]->staticroutes]%

The routing is achieved by CMDaemon making sure that whenever the network interface is brought
up, the OS of the regular node runs a routing command to configure the routing tables. The command
executed for the given example is either:

route add -host 192.168.0.3 gw 10.141.1.1
or its modern iproute2 equivalent:
ip route add 192.168.0.3 via 10.141.1.1

If the device bootif is ethO—which is often the case—then the command is run from the net-
work interface configuration file: /etc/sysconfig/network-scripts/ifcfg-eth0 (or /etc/
sysconfig/network/ifcfg-eth0 in SUSE).
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3.3 Configuring Bridge Interfaces

Bridge interfaces can be used to divide one physical network into two separate network segments at
layer 2 without creating separate IP subnets. A bridge thus connects the two networks together at layer
3 in a protocol-independent way.

The network device name given to the bridge interface is of the form br <number>. The following
example demonstrates how to set up a bridge interface in cmsh, where the name br0 is stored by the
parameter networkdevicename.

Example

[bright8l->device[node00l]->interfaces]% add bridge bzr0

[bright8l->...->interfacesx[br0%]]% set network internalnet
[bright81->...->interfaces*[br0x]]1% set ip 10.141.1.1
[bright81->...->interfaces*[br0x]]% show

Parameter Value

Additional Hostnames

DHCP no

Forward Delay 0

IP 10.141.1.1
Interfaces

MAC 00:00:00:00:00:00
Network internalnet
Network device name br0

Revision

SpanningTreeProtocol no

Type bridge

A bridge interface is composed of one or more physical interfaces. The IP and network fields of the
member interfaces must be empty:

Example

[bright81->...->interfaces*[br0x]]% set interfaces ethl eth2; exit
[bright81->...->interfaces*]% clear ethl ip; clear ethl network
[bright8l->...->interfacesx]% clear eth2 ip; clear eth2 network
[bright81->...->interfacesx]% use br0; commit

The BOOTIF interface is also a valid interface option.
Currently, the following bridge properties can be set:

® SpanningTreeProtocol: sets the spanning tree protocol to be on or off. The default is off.
* Forward Delay: sets the delay for forwarding Ethernet frames, in seconds. The default is 0.

Additional properties, if required, can be set manually using the brct1 command in the OS shell.
When listing interfaces in cmsh, if an interface is a member of a bond (or bridge) interface, then the
corresponding bond or bridge interface name is shown in parentheses after the member interface name:

Example

[headnode—->device [node00l]->interfaces]% list

Type Network device name IP Network
bond bond0 [prov] 10.141.128.1 internalnet
bridge br0 10.141.128.2 internalnet
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physical ethO 10.141.0.1 internalnet
physical ethl (bond0) 0.0.0.0
physical eth?2 (bond0) 0.0.0.0
physical eth3 (br0) 0.0.0.0
physical eth4 (br0) 0.0.0.0

It is possible to create a bridge interface with no IP address configured, that is, with an IP address
of 0.0.0.0. This can be done for security reasons, or when the number of available IP addresses on
the network is scarce. As long as such a bridge interface has a network assigned to it, it is properly
configured on the nodes and functions as a bridge on the network.

3.4 Configuring VLAN interfaces

A VLAN (Virtual Local Area Network) is an independent logical LAN within a physical LAN network.
VLAN tagging is used to segregate VLANs from each other. VLAN tagging is the practice of inserting a
VLAN ID tag into a packet frame header, so that each packet can be associated with a VLAN.

The physical network then typically has sections that are VLAN-aware or VLAN-unaware. The
nodes and switches of the VLAN-aware section are configured by the administrator to decide which
traffic belongs to which VLAN.

A VLAN interface can be configured for an interface within Bright Cluster Manager using cmsh or
Bright View.

3.4.1 Configuring A VLAN Interface Using cmsh

In the following cmsh session, a regular node interface that faces a VLAN-aware switch is made VLAN-
aware, and assigned a new interface—an alias interface. It is also assigned a network, and an IP address
within that network:

Example

[root@bright81 ~]1# cmsh
[bright81]% device interfaces node001
[bright8l->device[node00l]->interfaces]% list

Type Network device name IP Network
physical BOOTIF [prov] 10.141.0.1 internalnet
[bright8l->device[node00l]->interfaces]% list -h | tail -4
Arguments:

type

alias, bmc, bond, bridge, netmap, physical, tunnel, vlan

[bright8l->device[node00l]->interfaces]% add vlan BOOTIF.1
[bright8l->devicex [node00l*]->interfaces*[BOOTIF.1%]]% commit
[bright8l->device[node00l]->interfaces[BOOTIF.1]]% show

Parameter Value

Additional Hostname

DHCP no

IP 0.0.0.0

MAC 00:00:00:00:00:00
Network

Network device name BOOTIF.1

Reorder HDR no

Revision

Type vlan
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[bright81->...[BOOTIF.1]]1% set network internalnet
[bright81->...[BOOTIF.1x]]% set ip 10.141.2.1; commit

3.4.2 Configuring A VLAN Interface Using Bright View
Within Bright View a VLAN interface can be configured by selecting the node with that interface, se-
lecting its Settings option, then selecting the Interfaces option. In the Network Interfaces

window that opens up, the Network VLAN interface option is selected and a dialog opens up al-
lowing an IP address, network, and other options to be set (figure 3.10).

o < MNetwork Interfaces

@

§ METWORK DEVICE NAME TYPE IF METWORK OFTIONS
O BOOTIF physical 10.141.0.2 internalnet Edit @ -

F

Network bridge interface
Network MetMap interface

Z00@pou apou [e3sAld

Network physical interface
Metwork tunnel interface
Metwork WVLAM interface

Back Revert Add = Delete

Figure 3.10: Configuring A VLAN via Bright View

3.5 Configuring Bonded Interfaces
3.5.1 Adding A Bonded Interface

The Linux bonding driver allows multiple physical network interfaces that have been configured previ-
ously (for example, as on page 63) to be bonded as a single logical bond interface. The behavior of such
interfaces is determined by their bonding mode. The modes provide facilities such as hot standby or
load balancing.

The driver is included by default on head nodes. To configure a non-head node to use a bonded
interface, a Linux kernel module called the bonding module must be included in the kernel modules

list of the software image of the node. A bonding interface can then be created, and its properties set as
follows:

Example

[bright8l->device[node00l]->interfaces]% add bond bond0

[...—>device*x[node00l*x]—>interfaces*[bond0*]]% set network internalnet
[...->devicex*[node00l*]->interfacesx[bond0%x]]% set ip 10.141.128.1
[...—>device*x[node00l*]—>interfaces«*[bond0*]]% set mode 3
[...->device*[node00l*]—->interfaces«[bond0*]]% set interfaces ethl eth2

Each bonded interface has a unique set of object properties, called bonding options, that specify how
the bonding device operates. The bonding options are a string containing one or more options formatted
as option=value pairs, with pairs separated from each other by a space character.

Abonded interface also always has a mode associated with it. By default it is set to 0, corresponding
to a balanced round-robin packet transmission.

The 7 bonding modes are:

e (0 —balance-rr

¢ 1 - active-backup
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2 —balance-xor

3 — broadcast

4 - 802.3ad

5 — balance-tlb
® 6 —balance-alb

Technically, outside of Bright View or cmsh, the bonding mode is just another bonding option speci-
fied as part of the options string. However in Bright Cluster Manager the bonding mode value is set up
using the dedicated mode property of the bonded interface, for the sake of clarity. To avoid conflict with
the value of the mode property, trying to commit a bonding mode value as an opt ion=value pair will
fail validation.

3.5.2 Single Bonded Interface On A Regular Node
A single bonded interface on a node can be configured and coexist in several ways on nodes with mul-
tiple network interfaces. Possibilities and restrictions are illustrated by the following:

¢ The bonded interface may be made up of two member interfaces, and a third interface outside of
the bond could be the boot interface. (The boot interface is the node interface used to PXE boot the
node before the kernel loads (section 5.1)).

¢ The boot interface could itself be a member of the bonded interface. If the boot interface is a
member of a bonded interface, then this is the first bonded interface when interfaces are listed as
in the example on page 67.

¢ The bonded interface could be set up as the provisioning interface. However, the provisioning
interface cannot itself be a member of a bonded interface. (The provisioning interface is the node’s
interface that picks up the image for the node after the initial ramdisk is running. Chapter 5 covers
this in more detail).

* A bonded interface can be set up as the provisioning interface, while having a member interface
which is used for PXE booting.

3.5.3 Multiple Bonded Interface On A Regular Node

A node can also have multiple bonded interfaces configured. Possibilities and restrictions are illustrated
by the following:

* Any one of the configured bonded interfaces can be configured as the provisioning interface. How-
ever, as already mentioned in the case of single bond interfaces (section 3.5.2), a particular member
of a bonded interface cannot be made the provisioning interface.

¢ When a bonded interface is set as the provisioning interface, then during the node-installer phase
of boot, the node-installer brings up the necessary bonded interface along with all its member
interfaces so that node provisioning is done over the bonded interface.

3.5.4 Bonded Interfaces On Head Nodes And HA Head Nodes
It is also possible to configure bonded interfaces on head nodes.

For a single head node setup, this is analogous to setting up bonding on regular nodes.

For a high availability (HA) setup (chapter 15), bonding is possible for internalnet as well as for
externalnet, but it needs the following extra changes:

e For the bonded interface on internalnet, the shared internal IP alias interface name (the value of
networkdevicename, for example, eth0: 0 in figure 15.1) for that IP address should be renamed
to the bonded alias interface name on internalnet (for example, bond0: 0).
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¢ For the bonded interface on externalnet, the shared external IP alias interface name (the value
of networkdevicename, for example, ethl:0 in figure 15.1) for that IP address should be re-
named to the bonded alias interface name on externalnet (for example, bondl:0).

¢ Additionally, when using a bonded interface name for the internal network, the value of the pro-
visioning network interface name (the value of provisioninginterface, for example, eth0)
for the head nodes, must be changed to the name of the bonded interface (for example, bond0
[prov]) on the internal network. The provisioninginterface value setting is described fur-
ther on page 168.

Example

[headnodel->device [headnodel]->interfaces]% list

Type Network device name IP Network
alias bond0:0 10.141.255.252 internalnet
alias bondl:0 10.150.57.1 externalnet
bond bond0 [prov] 10.141.255.254 internalnet
bond bondl 10.150.57.3 externalnet
physical ethO0 (bond0) 0.0.0.0

physical ethl (bondO0) 0.0.0.0

physical eth2 (bondl) 0.0.0.0

physical eth3 (bondl) 0.0.0.0

3.5.5 Tagged VLAN On Top Of a Bonded Interface

It is possible to set up a tagged VLAN interface on top of a bonded interface. There is no requirement
for the bonded interface to have an IP address configured in this case. The IP address can be set to
0.0.0.0, however a network must be set.

Example

[headnodel->device[node00l]->interfaces]% list

Type Network device name IP Network
bond bond0 0.0.0.0 internalnet
physical eth0 [prov] 10.141.0.1 internalnet
physical ethl (bond0) 0.0.0.0

physical eth2 (bond0) 0.0.0.0

vlan bond0.3 10.150.1.1 othernet

3.5.6 Further Notes On Bonding

If using bonding to provide failover services, miimon, which is off by default (set to 0), should be given
a value. The miimon setting is the time period in milliseconds between checks of the interface carrier
state. A common value is miimon=100.

When listing interfaces in cmsh, if an interface is a member of a bond or bridge interface, then the
corresponding bonded or bridge interface name is shown in parentheses after the member interface
name. Section 3.3, on configuring bridge interfaces, shows an example of such a listing from within
cmsh on page 67.

More on bonded interfaces (including a detailed description of bonding options and modes) can be
found at http://www.kernel.org/doc/Documentation/networking/bonding.txt.
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3.6 Configuring InfiniBand And Omni-Path Interfaces

On clusters with an InfiniBand interconnect, the InfiniBand Host Channel Adapter (HCA) in each node
must be configured before it can be used. A similar requirement applies for Omni-Path and its fab-
ric controller. Bright Cluster Manager manages InfiniBand and Omni-Path configuration in the same
way. Therefore Omni-Path management is usually also implied whenever InfiniBand is discussed in the
Bright Cluster Manager manuals.

This section describes how to set up the InfiniBand service on the nodes for regular use. Setting up
InfiniBand for booting and provisioning purposes is described in Chapter 5, while setting up InfiniBand
for NFS is described in section 3.10.5.

3.6.1 Installing Software Packages
On a standard Bright Cluster Manager cluster, the OFED (OpenFabrics Enterprise Distribution) pack-
ages that are part of the Linux base distribution are used. These packages provide RDMA implemen-
tations allowing high bandwidth/low latency interconnects on OFED hardware. The implementations
can be used by InfiniBand hardware, and iWarp protocol hardware such as the hardware-accelerated
RDMA over ethernet provided by Intel.

By default, all relevant OFED packages are installed on the head node and software images. It
is possible to replace the distribution OFED with an OFED provided by the Bright Cluster Manager
repository or another custom version. The replacement can be for the entire cluster, or only for certain
software images. Administrators may choose to switch to a different OFED version if the HCAs used
are not supported by the distribution OFED version, or to increase performance by using an OFED
version that has been optimized for a particular HCA. Installing the Bright Cluster Manager OFED and
Omni-Path packages is covered in section 7.7 and section 7.8 respectively of the Installation Manual.

If the InfiniBand network is enabled during installation, then the rdma script runs during the init
stage of booting up for the enabled nodes. For SLES and Linux distributions based on versions prior to
Red Hat 6, the openibd script is used instead of the rdma script.

The rdma or openibd script takes care of loading the relevant InfiniBand HCA kernel modules.
When adding an InfiniBand network after installation, it may be necessary to use chkconfig manually
to configure the rdma or openibd script to be run at boot-time on the head node and inside the software
images.

3.6.2 Subnet Managers

Every InfiniBand subnet requires at least one subnet manager to be running. The subnet manager takes
care of routing, addressing and initialization on the InfiniBand fabric. Some InfiniBand switches include
subnet managers. However, on large InfiniBand networks or in the absence of a switch-hosted subnet
manager, a subnet manager needs to be started on at least one node inside of the cluster. When multiple
subnet managers are started on the same InfiniBand subnet, one instance will become the active subnet
manager whereas the other instances will remain in passive mode. It is recommended to run 2 subnet
managers on all InfiniBand subnets to provide redundancy in case of failure.

On a Linux machine that is not running Bright Cluster Manager, an administrator sets a subnet
manager service! to start at boot-time with a command such as: “chkconfig opensm on”. However,
for clusters managed by Bright Cluster Manager, a subnet manager is best set up using CMDaemon.
There are two ways of setting CMDaemon to start up the subnet manager on a node at boot time:

1. by assigning a role.

In cmsh this can be done with:
[root@bright81 ~]# cmsh -c "device roles <node>; assign subnetmanager; commit"

where <node> is the name of a node on which it will run, for example: bright81, node001,
node002...

1usually opensm, but opensmd in SLES
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In Bright View, the subnet manager role is assigned by selecting a head node
or regular node from the Devices resource, and assigning it the “Subnet
manager role”. The clickpath for this, for a node node002 for example, is
Devices—Nodesnode002—Settings—+Roles—Add[Subnet manager role].

2. by setting the service up. Services are covered more generally in section 3.11.

In cmsh this is done with:
Example

root@bright81l ~]# cmsh
bright81]% device services node(001
bright8l->device[node00l]->services]% add opensm

bright8l->device[node001l]->servicesx [opensmx] ] set monitored yes

o
°
o
°

[

[

[

[bright8l->device[node00l]->services*[opensmx]]% set autostart yes
[

[ commit

[

[ ]
[ 1
bright8l->device[node001l]->servicesx [opensmx] ]
bright8l->device[node00l]->services[opensm]]%

In Bright View the subnet manager service is configured by selecting a head node or regular node
from the resources tree, and adding the service to it. The clickpath for this, for a node node002
for example, is: Devices—Nodesnode002—Settings—Services[Service].

When the head node in a cluster is equipped with an InfiniBand HCA, it is a good candidate to run
as a subnet manager for smaller clusters.
On large clusters a dedicated node is recommended to run the subnet manager.

3.6.3 InfiniBand Network Settings

Although not strictly necessary, it is recommended that InfiniBand interfaces are assigned an IP address
(i.e. IP over IB). First, a network object in the cluster management infrastructure should be created. The
procedure for adding a network is described in section 3.2.2. The following settings are recommended
as defaults:

‘ Property Value
Name ibnet
Domain name ib.cluster
Type internal

Base address 10.149.0.0
Netmask bits 16
MTU up to 4k in datagram mode

up to 64k in connected mode

By default, an InfiniBand interface is set to datagram mode, because it scales better than connected
mode. It can be configured to run in connected mode by setting the connectedmode property:

Example
[bright8l->device[node00l]->interfaces[ib0]]% set connectedmode yes

For nodes that are PXE booting or are getting provisioned over InfiniBand, the mode setting in the
node-installer script has to be changed accordingly.

Example
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[root@bright81 ~1# echo datagram > /cm/node-installer/scripts/ipoib_mode

Once the network has been created all nodes must be assigned an InfiniBand interface on this net-
work. The easiest method of doing this is to create the interface for one node device and then to clone
that device several times.

For large clusters, a labor-saving way to do this is using the addinterface command (section 3.7.1)
as follows:

[root@bright81 ~]# echo "device
addinterface -n node00l..nodel50 physical ib0 ibnet 10.149.0.1
commit" | cmsh -x

When the head node is also equipped with an InfiniBand HCA, it is important that a corresponding
interface is added and configured in the cluster management infrastructure.

Example

Assigning an IP address on the InfiniBand network to the head node:

[bright8l->device[bright8l]->interfaces]% add physical ib0

[bright8l->device[bright8l]->interfaces*[1b0x]]% set network ibnet

[bright8l->device[bright8l]->interfaces«[ib0x]]% set ip 10.149.255.254
] [

[bright8l->device[bright8l]->interfaces*[ib0x]]% commit

As with any change to the network setup, the head node needs to be restarted to make the above
change active.

3.6.4 Verifying Connectivity
After all nodes have been restarted, the easiest way to verify connectivity is to use the ping utility

Example

Pinging node015 while logged in to node014 through the InfiniBand interconnect:

[root@node0l4 ~]# ping nodeO0l5.ib.cluster

PING node0l1l5.ib.cluster (10.149.0.15) 56(84) bytes of data.

64 bytes from node0l5.ib.cluster (10.149.0.15): icmp_seqg=1l ttl=64
time=0.086 ms

If the ping utility reports that ping replies are being received, the InfiniBand is operational. The ping
utility is not intended to benchmark high speed interconnects. For this reason it is usually a good idea
to perform more elaborate testing to verify that bandwidth and latency are within the expected range.

The quickest way to stress-test the InfiniBand interconnect is to use the Intel MPI Benchmark (IMB),
which is installed by default in /cm/shared/apps/imb/current. The setup. sh script in this di-
rectory can be used to create a template in a user’s home directory to start a run.

Example

Running the Intel MPI Benchmark using openmpi to evaluate performance of the InfiniBand inter-
connect between node001 and node002:

[root@bright81 ~]# su - cmsupport

[cmsupport@bright8l ~1$ cd /cm/shared/apps/imb/current/
[cmsupport@bright81 current]$ ./setup.sh
[cmsupport@bright81 current]$ cd ~/BenchMarks/imb/2017
[cmsupport@bright8l 2017]$ module load openmpi/gcc
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[cmsupport@bright8l 20171$ module initadd openmpi/gcc
[cmsupport@bright8l 2017]1$ make -f make_mpi2
[cmsupport@bright81 2017]1$ mpirun -np 2 -machinefile ../nodes IMB-MPI1 PingPong

# Benchmarking PingPong

# #processes = 2
# ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
#bytes #repetitions t [usec] Mbytes/sec
0 1000 0.78 0.00
1 1000 1.08 0.88
2 1000 1.07 1.78
4 1000 1.08 3.53
8 1000 1.08 7.06
16 1000 1.16 13.16
32 1000 1.17 26.15
64 1000 1.17 52.12
128 1000 1.20 101.39
256 1000 1.37 177.62
512 1000 1.69 288.67
1024 1000 2.30 425.34
2048 1000 3.46 564.73
4096 1000 7.37 530.30
8192 1000 11.21 697.20
16384 1000 21.63 722.24
32768 1000 42.19 740.72
65536 640 70.09 891.69
131072 320 125.46 996.35
262144 160 238.04 1050.25
524288 80 500.76 998.48
1048576 40 1065.28 938.72
2097152 20 2033.13 983.71
4194304 10 3887.00 1029.07

# All processes entering MPI_Finalize

To run on nodes other than node001 and node002, the . . /nodes file must be modified to contain
different hostnames. To perform other benchmarks, the PingPong argument should be omitted.

3.7 Configuring BMC (IPMI/iLO/DRAC) Interfaces

Bright Cluster Manager can initialize and configure the baseboard management controller (BMC) that
may be present on devices. This ability can be set during the installation on the head node (section 3.3.8
of the Installation Manual), or it can be set after installation as described in this section. The IPMI, iLO, or
UCS interface that is exposed by a BMC is treated in the cluster management infrastructure as a special
type of network interface belonging to a device. In the most common setup a dedicated network (i.e. IP
subnet) is created for BMC communication. The 10.148.0.0/16 network is used by default for BMC
interfaces by Bright Cluster Manager.

3.7.1 BMC Network Settings

The first step in setting up a BMC is to add the BMC network as a network object in the cluster man-
agement infrastructure. The procedure for adding a network is described in section 3.2.2. The following
settings are recommended as defaults:
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Property Value

Name bmcnet, ilonet, or ipminet

Domain name bmc.cluster,ilo.cluster,or ipmi.cluster
Type Internal

Base address 10.148.0.0

Netmask bits 16

Broadcast address 10.148.255.255

Once the network has been created, all nodes must be assigned a BMC interface, of type bmc, on this
network. The easiest method of doing this is to create the interface for one node device and then to clone
that device several times.

For larger clusters this can be laborious, and a simple bash loop can be used to do the job instead:

[bright81 ~]# for ((i=1; i<=150; i++)) do

echo "

device interfaces node$ (printf '%$03d' $i)

add bmc ipmiO

set network bmcnet

set ip 10.148.0.8i

commit"; done | cmsh -x # —x usefully echoes what is piped into cmsh

The preceding loop can conveniently be replaced with the addinterface command, run from
within the device mode of cmsh:

[bright81 ~]# echo "

device
addinterface -n node00l..nodel50 bmc ipmi0 bmcnet 10.148.0.1
commit" | cmsh -x

The help text for addinterface gives more details on how to use it.

In order to be able to communicate with the BMC interfaces, the head node also needs an interface
on the BMC network. Depending on how the BMC interfaces are physically connected to the head node,
the head node has to be assigned an IP address on the BMC network one way or another. There are two
possibilities for how the BMC interface is physically connected:

e When the BMC interface is connected to the primary internal network, the head node should be
assigned an alias interface configured with an IP address on the BMC network.

e When the BMC interface is connected to a dedicated physical network, the head node must also
be physically connected to this network. A physical interface must be added and configured with
an IP address on the BMC network.

Example

Assigning an IP address on the BMC network to the head node using an alias interface:

[bright8l->device[bright8l]->interfaces]% add alias eth0:0
[bright8l->device[bright8l]->interfaces«[eth0:0%x]]% set network bmcnet
[bright8l->device[bright8l]->interfaces«[eth0:0%x]]% set ip 10.148.255.254
[bright8l->device[bright8l]->interfaces*[eth0:0%]]% commit
[bright8l->device[bright8l]->interfaces[eth0:0]]%

Mon Dec 6 05:45:05 bright81: Reboot required: Interfaces have been modified
[bright8l->device[bright8l]->interfaces[eth0:0]]% quit

[root@bright8l ~]# service network restart
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As with any change to the network setup, the head node needs to be restarted to make the above
change active, although in this particular case restarting the network service would suffice.

BMC connectivity from the head node to the IP addresses of the configured interfaces on the regular
nodes can be tested with Bash one-liner such as:

Example
[root@bright81 ~]# for i in “cmsh -c "device; foreach allphysicalnodes (interfaces; \
use 1100; get ip)" ' ; do ping -cl $i; done | grep packet

1 packets transmitted, 0 received, 100% packet loss, time Oms
1 packets transmitted, 0 received, 100% packet loss, time Oms
1 packets transmitted, 0 received, 100% packet loss, time Oms

In the preceding example the packet loss demonstrates there is a connection problem between the head
node and the BMC subnet.

3.7.2 BMC Authentication
The node-installer described in Chapter 5 is responsible for the initialization and configuration of the
BMC interface of a device. In addition to a number of network-related settings, the node-installer also
configures BMC authentication credentials. By default BMC interfaces are configured with username
bright and a random password that is generated during the installation of the head node. The pass-
word is stored by CMDaemon. It can be managed from cmsh from within the base objectof partition
mode, in the bmcsettings submode. This means that by default, each BMC in the cluster has that user-
name and password set during node boot.

For example, the current values of the BMC username and password for the entire cluster can be
obtained and changed as follows:

Example

[bright81]% partition use base
[bright8l->partition([base]]% bmcsettings
[bright8l->partition[base]->bmcsettings]$% get username
bright

[bright8l->partition[base]->bmcsettings]% get password
Zad4ohnilohMa2zew
[bright8l->partition[base]->bmcsettings]% set username bmcadmin
[bright8l->partition«* [basex]->bmcsettings*]% set password
enter new password: xxkkkx*

retype new password: #xxxxx

[bright8l->partitionx [basex]->bmcsettings+]% commit

In Bright View, selecting the cluster item in the resources pane, and then using the Settings option,
allows the BMC settings to be edited.

It is possible to set the BMC authentication credentials cluster-wide, category, or per node. As usual,
category settings override cluster-wide settings, and node settings override category settings. The rele-
vant properties are:

Property Description

BMC User ID User type. Normally set to 4 for administrator access.
BMC User Name User name

BMC Password  Password for specified user name

The Bright Cluster Manager stores the configured BMC username and password. These are used:
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¢ to configure the BMC interface from the node-installer
¢ to authenticate to the BMC interface after it has come up

BMC management operations, such as power cycling nodes and collecting hardware metrics, can then
be performed after the node has been provisioned again.

3.7.3 Interfaces Settings

Interface Name

It is recommended that the network device name of a BMC interface start with ipmi or ilo, according
to whether the BMC is running with IPMI or iLO. Numbers are appended to the base name, resulting
in, for example: ipmi0.

Obtaining The IP address

BMC interfaces can have their IP addresses configured statically, or obtained from a DHCP server.
Only a node with a static BMC IP address has BMC power management done by Bright Cluster

Manager. A node with a DHCP-assigned BMC IP address, requires custom BMC power management

(section 4.1.4) due to its dynamic nature.

Dell racadm Installation
If Dell was chosen as a hardware option when the Bright Cluster Manager ISO was created for installa-
tion, then the Dell OpenManage utilities are located under /opt /dell on the head node.

If Dell is chosen as a hardware option when nodes are configured in the Bright Cluster Manager
installer, then the default software image that is used by the node has the Dell OpenManage utilities,
located on the head node at /cm/images/default-image/opt/dell.

The Dell OpenManage utilities contain the racadm binary, which can be used to issue power com-
mands (Chapter 4). Bright Cluster Manager runs commands similar to the following to issue the power
commands:

/opt/dell/srvadmin/sbin/racadm —-r <DRAC interface IP address> —u <bmcusername> —p <bmcpassword>\
serveraction powerstatus

/opt/dell/srvadmin/sbin/racadm -r <DRAC interface IP address> —u <bmcusername> —p <bmcpassword>\
serveraction hardreset

The BMC username/password values can be obtained from cmsh as follows:

[root@bright81 ~]# cmsh

[bright81]% partition use base
[bright8l->partition[base]]% bmcsettings
[bright8l->partition[base]->bmcsettings]$% get password
12345

[bright8l->partition([base]->bmcsettings]% get username
tom

[bright8l->partition[base]->bmcsettings]%

Sometimes the bright user does not have the right privilege to get the correct values. The racadm
commands then fail.
The bright user privilege can be raised using the following command:

/opt/dell/srvadmin/sbin/racadm -r <DRAC interface IP address> —u root)\
—-p <root password> set iDRAC.Users.4.Privilege 511

Here it is assumed that the bright user has a userID 4, and the privilege can be set to 511.
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3.7.4 Identification With A BMC

Sometimes it is useful to identify a node using BMC commands. This can be done by, for example,
blinking a light via a BMC command on the node:

Example
ipmitool -U <bmcusername> —P <bmcpassword> —H <host IP> chassis identify 1

The exact implementation may be vendor-dependent, and need not be an ipmitool command. Such
commands can be scripted and run from CMDaemon.

For testing without a BMC, the example scriptat /cm/local/examples/cmd/bmc_identify can
be used if the environment variable $CMD_HOSTNAME is set. The logical structure of the script can be
used as a basis for carrying out an identification task when a physical BMC is in place, by customizing
the script and then placing the script in a directory for use.

To have such a custom BMC script run from CMDaemon, the BMCIdentifyScript advanced con-
figuration directive (page 623) can be used.

3.8 Configuring Switches And PDUs

3.8.1 Configuring With The Manufacturer’s Configuration Interface
Network switches and PDUs that will be used as part of the cluster should be configured with the
PDU /switch configuration interface described in the PDU/switch documentation supplied by the man-
ufacturer. Typically the interface is accessed by connecting via a web browser or telnet to an IP address
preset by the manufacturer.

The IP address settings of the PDU/switch must match the settings of the device as stored by the
cluster manager.

¢ In Bright View, this is done by selecting the Switches resource, selecting the particular switch
from within that resource (or adding it via the Add button), then filling in the values in the associ-
ated Settings window that comes up (figure 3.11). The IP address can then be set and saved.

® In cmsh this can be done in device mode, with a set command:
Example

[root@bright81 ~]# cmsh

[bright81]% device

[bright8l->device]% set switchO0l ip 10.141.253.2
[bright8l->device*]% commit

3.8.2 Configuring SNMP

Moreover, in order to allow the cluster management software to communicate with the switch or PDU,
SNMP must be enabled and the SNMP community strings should be configured correctly. By default,
the SNMP community strings for switches and PDUs are set to public and private for respectively
read and write access. If different SNMP community strings have been configured in the switch or PDU,
the readstring and writestring properties of the corresponding switch device should be changed.

Example

[bright81]% device use switchO1
[bright8l->device[switch01]]% get readstring

public

[bright8l->device[switch01]]% get writestring

private

[bright8l->device[switch01]]% set readstring public2
[bright8l->devicex [switchOlx]]% set writestring private2
[bright8l->devicex [switch0lx]]% commit
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Alternatively, these properties can also be set via Bright View from the Switches resource, selecting
the switch, and then modifying the string settings by accessing them using the Edit button.

3.8.3 Uplink Ports
Uplink ports are switch ports that are connected to other switches. CMDaemon must be told about any
switch ports that are uplink ports, or the traffic passing through an uplink port will lead to mistakes
in what CMDaemon knows about port and MAC correspondence. Uplink ports are thus ports that
CMDaemon is told to ignore.

To inform CMDaemon about what ports are uplink ports, Bright View or cmsh are used:

* In Bright View, the switch is selected from the Switches resource option folder, and the Edit
option opens up a settings window for that switch (figure 3.11). The port number corresponding
to uplink port number is filled in the blank field beside the “Uplink:” label. More uplinks can be
appended by clicking on the (® widget. The state is saved with the Save button.

%+ Bright Compufing

< Ethernet Switch SwitchyMeSwitchFace

Hostname Taq

saoymg

. SwitchyMcSwitchFace 000000002000
Switches

Mac

00:00:00:00:00:00

Model

Back Fevert Delete Save Actions =

Figure 3.11: Notifying CMDaemon About Uplinks With Bright View

® In cmsh, the switch is accessed from the device mode. The uplink port numbers can be appended
one-by-one with the append command, or set in one go by using space-separated numbers.

Example

[root@bright81 ~]# cmsh

[bright81]% device

[bright8l->devicel]% set switchO0l uplinks 15 16
[bright8l->devicex]% set switch02 uplinks 01
[bright8l->devicex]% commit

successfully committed 3 Devices

3.8.4 The showport MAC Address to Port Matching Tool
The showport command can be used in troubleshooting network topology issues, as well as checking
and setting up new nodes (section 5.4.2).

Basic Use Of showport
In the device mode of cmsh is the showport command, which works out which ports on which switch
are associated with a specified MAC address.
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Example

[root@bright81 ~]# cmsh

[bright81]% device

[bright8l->device]% showport 00:30:48:30:73:92
switch01:12

When running showport, CMDaemon on the head node queries all switches until a match is found.
If a switch is also specified using the “~s” option, then the query is carried out for that switch first.
Thus the preceding example can also be specified as:

[bright8l->device]% showport -s switch0l 00:30:48:30:73:92
switch01:12

If there is no port number returned for the specified switch, then the scan continues on other switches.

Mapping All Port Connections In The Cluster With showport
A list indicating the port connections and switches for all connected devices that are up can be generated
using this script:

Example

#!/bin/bash
for nodename in $(cmsh -c "device; foreach » (get hostname)")
do
macad=$ (cmsh —-c "device use $nodename; get mac")
echo -n "$macad $nodename "
cmsh —-c "device showport $macad"
done

The script may take a while to finish its run. It gives an output like:
Example

00:00:00:00:00:00 switchOl: No ethernet switch found connected to this mac address
00:30:48:30:73:92 bright8l: switch01:12

00:26:6C:F2:AD:54 node001l: switchO0l:1

00:00:00:00:00:00 node002: No ethernet switch found connected to this mac address

3.8.5 Disabling Port Detection

An administrator may wish to disable node identification based on port detection. For example, in the
case of switches with buggy firmware, the administrator may feel more comfortable relying on MAC-
based identification. Disabling port detection can be carried out by clearing the ethernetswitch
setting of a node, a category, or a group. For example, in cmsh, for a node:

Example

[root@bright81 ~]# cmsh
[bright81]% device use node001

[bright8l->device[node001]]% clear ethernetswitch
[bright8l->devicex [node001x]
[bright8l->device[node001]]%

]% commit
Or, for example for the default category, with the help of the foreach command:
Example

[root@bright81 ~]# cmsh
[bright81]% device
[bright8l->device] 1% foreach -c default (clear ethernetswitch); commit
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3.8.6 The switchoverview Command

Also within device mode, the switchoverview command gives an overview of MAC addresses
detected on the ports, and some related properties. The command works using SNMP queries. Output
is similar to the following (some lines ellipsized):

[bright8l->devicel]% switchoverview dell-switchl
Device: dell-switchl

State : [ UP ]

Model : 24G Ethernet Switch

Port Assignment:

Port Status Assigned Uplink Speed Detected

1 Up false 1 Gb/s -

2 UP false 1 Gb/s -

3 UP false 1 Gb/s 74:86:7A:AD:3F:2F, node3

4 UP false 1 Gb/s 74:86:7A:AD:43:E9, noded

11 UP false 1 Gb/s 74:86:7A:AD:44:D8, nodell
12 UpP false 1 Gb/s 74:86:7A:AD:6F:55, nodel2
23 UP false 1 Gb/s 74:86:7A:E9:3E:85, node23
24 UP false 1 Gb/s 74:86:7A:AD:56:DF, node24
49 UP false 10 Gb/s 74:86:7A:AD:68:FD, nodel

50 UP false 10 Gb/s 74:86:7A:AD:41:A0, node2

53 UpP node34 false 1 Gb/s 5C:F9:DD:F5:78:3D, node34
54 UP node35 false 1 Gb/s 5C:F9:DD:F5:45:AC, node35
179 UP false 1 Gb/s 24:B6:FD:F6:20:6F,

24:B6:FD:FA:64:2F, 74:86:7A:DF:7E:4C, 90:B1:1C:3F:3D:A9,
90:B1:1C:3F:51:D1, DO0:67:E5:B7:64:0F, D0:67:E5:B7:61:20

180 UP false 100 Mb/s QDR-switch
205 UP true 10 Gb/s -
206 DOWN false 10 Gb/s -

[bright81 ->devicel%

3.9 Disk Layouts: Disked, Semi-Diskless, And Diskless Node Configuration

Configuring the disk layout for head and regular nodes is done as part of the initial setup (section
3.3.18 of the Installation Manual). For regular nodes, the disk layout can also be re-configured by Bright
Cluster Manager once the cluster is running. For a head node, however, the disk layout cannot be re-
configured after installation by Bright Cluster Manager, and head node disk layout reconfiguration must
then therefore be treated as a regular Linux system administration task, typically involving backups and
resizing partitions.

The remaining parts of this section on disk layouts therefore concern regular nodes, not head nodes.

3.9.1 Disk Layouts

A disk layout is specified using an XML schema (Appendix D.1). The disk layout typically specifies
the devices to be used, its partitioning scheme, and mount points. Possible disk layouts include the
following:

® Default layout (Appendix D.3)
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¢ Hardware RAID setup (Appendix D.4)

¢ Software RAID setup (Appendix D.5)

LVM setup (Appendix D.7)

Diskless setup (Appendix D.9)

Semi-diskless setup (Appendix D.10)

3.9.2 Disk Layout Assertions
Disk layouts can be set to assert

¢ that particular hardware be used, using XML element tags such as vendor or requiredSize
(Appendix D.11)

* custom assertions using an XML assert element tag to run scripts placed in CDATA sections
(Appendix D.12)

3.9.3 Changing Disk Layouts
A disk layout applied to a category of nodes is inherited by default by the nodes in that category. A disk
layout that is then applied to an individual node within that category overrides the category setting.
This is an example of the standard behavior for categories, as mentioned in section 2.1.3.

By default, the cluster is configured with a standard layout specified in section D.3. The layouts can
be accessed from Bright View or cmsh, as is illustrated by the example in section 3.9.4, which covers
changing a node from disked to diskless mode:

3.9.4 Changing A Disk Layout From Disked To Diskless
The XML schema for a node configured for diskless operation is shown in Appendix D.9. This can often
be deployed as is, or it can be modified during deployment using Bright View or cmsh as follows:

Changing A Disk Layout Using Bright View

To change a disk layout with Bright View, the current disk layout is accessed by selecting a node category
or a specific node from the resource tree. In the Settings pane, the Disk setup field can be edited.
Clicking on the Browse button shows several possible configurations that can be loaded up, and if
desired, edited to suit the situation (figure 3.12). To switch from the existing disk layout to a d